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Abstract- Now days from health care industries large volurhalata is generating. It is necessary to collstire and
process this data to discover knowledge from it atilize it to take significant decisions. Diabelitellitus (DM) is from the
Non-Communicable Diseases (NCD), and lots of peaptesuffering from it. Now days, for developinguatries such as
India, DM has become a big health issue. The Dbhis of the critical diseases which has long termpiations associated
with it and also follows with various health profvle. With the help of technology, it is necessarpudd a system that store
and analyse the diabetic data and predict possiiie accordingly. Predictive analysis is a methioal integrates various
data mining techniques, machine learning algorittamd statistics that use current and past datatsegain insight and
predict future risks. In this paper, we use thajoteve analysis algorithm in Hadoop/Map Reduceiemment to predict the
diabetes types prevalent, complications associaittdit and the type of treatment to be provideds&d on the analysis, this
system provides an efficient way to cure and daeephatients with better outcomes like affordabiéityd availability
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A. Types of Diabetes

Type 1 Diabetes is called insulin-dependent diabete
l. INTRODUCTION mellitus (IDDM) or juvenile-onset diabetes. Typelostly

Computers have brought substantial improvements teccurs in young people who are below 30 years. Tips

technology that lead to the production of massigkimes can affect children or adults, but majority of thetiabetes

of data. Healthcare industry contains very larged ancases were in children.

sensitive data. This data needs to be treatedozgsfully to  Type 2 Diabetes is called non-insulin-dependenbeties
get benefitted from it. There is need to develomsanore  meljitus (NIDDM) or adult-onset diabetes. Risk farst for
accurate and efficient predictive models that helps Type 2 diabetes includes older age, obesity, fainigyory
diagnosing a disease although it was revealeddiadietes  of diabetes, priorhistory of gestational diabetiaspaired
mellitus is the diseases which becomes one of thkal gjycose tolerance, physical inactivity, and radefiity.
hazards. The problem about this project is it ise@sy to do  Gestational Diabetes is the third main form andicavhen
diagnosis whether it is positive or negative hawii@betes. pregnant women without a previous history of diabet
It is because of many reasons. Different people ey develop a high blood glucose level.

having different signs. So, it is not easily towass that they
have it or not. The sign of the diabetes is alwtygsty,
always hungry, weight become decrease, feel weake h
problem of sight, headaches, always do urinatiahsmon.
However, the real diagnosis is still needed togestte real

Congenital Diabetes occurs in human due to geuefiects
of insulin secretion, cystic fibrosis-related ditgse and high
doses of glucocorticoids leads to steroid diabetes.

result. Hence there it is needed to analyses theady 1. LITRATURE SURVEY
available huge diabetic data sets to discover sooredible 1 Analysis of Various Data Mining Techniques to Pcedi
facts which may help in producing some predictioodsi. Diabetes Mellitus

The focus is to develop the prediction models bngis pata mining approach helps to diagnose patienteaties.
certain machine learning algorithms. The machirenieg piabetes Mellitus is a chronic disease to affeciows organs
is a sort of artificial intelligence that enablés tcomputers of the human body Ear|y prediction can save huflifiarand
to learn without being explicitly Machine learniegiphases can take control over the diseases. This papemeslithe

on the development of computer programs that caohte early prediction of diabetes using various data imgn
themselves to change and grow when disclosed to arewtechniques.

unseen data. Machine learning algorithms are mostly
categorized as being supervised or unsupervised.
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2. Predictive Methodology for Diabetic Data Analysis e BigData: Hadoop
in Big Data o _ _ _ « IDE :Eclipse.
We use the predictive analysis algorithm in
Hadoop/Map Reduce environment to predict the debet *  Web server : Apache Tomcat 7.
types prevalent, complications associated withnitl dhe
type of treatment to be provided. Based on theyaislthis «  Front End - JSP, CSS etc.

system provides an efficient way to cure and cdre t
patients with better outcomes like affordability dan
availability C. SYSTEM ARCHITECTURE
In our approach, a sequential pattern is used émtify

3. Predicting Diabetes in Medical Datasets Using Sentence Element Inference. A sequential patteicalied
Machine Learning Techniques an indicative extraction pattern (IEP) if it can bsed to
Different machine learning techniques are useful fo!dentify what user want to express and extractctred
examining the data from diverse perspectives an@nalysis with perfected information from distribuitstorage
synopsizing it into valuable information. The maioal is to media. We plan to design Auto-Disease Inferencedas

determine new patterns and then to interpret tipeserns prediction algorithm. The prediction process stavith a

to deliver significant and useful information ftwetusers. single IEP. We extract a set of initial tokens frdm given
unstructured statements. For each token and tlagis gll

guestions containing the pair are retrieved fromuastion
collection and regarded as structured questionsmRhe
given the given unstructured statements all possibl

I1. FUTURE ScopPE

In future work pattern matching will be employed by

apblvine discovered patterns on testing data set to sequential patterns are generated and evaluated by
PPINg . P ) § . measuring their reliability score based on Pattern
predict diabetic prevalent and risk levels associated with Evaluation

it.
A. PROPOSED SYSTEM

In view of the problem statement described in the
introduction section, we propose a classificatiosdei with (Input) e Tags
boosted accuracy to predict the diabetic patiefrn. this " 0 P
model, we have employed different classifiers Iecision e
Trees, MLP and Naive Bayes. The major focus istceiase Archive |
the accuracy T

[ nitial Question "% " initial Taes Extraction )}

Advantage of proposed system:

1. Machine learning works independently and takes ks v
decision at its own.

2. Through HDFS massive volume data can be access
with less time and efforts. o oo .

Diseases

Reduce Processing Time. N—

4. Great accuracy with great performance. — —

(output) |

w

Figure: System Architecture of Proposed System
B. SYSTEM SPECIFICATION

Hardwar e requirements: D. ALGORITHMS

1. Two Thresholds Two Divisors

e System Pentium IV Step 1: Start
2.4 GHz.
«  Hard Disk 40 GB Step 2: Calculate Data length denoted by DLen.
- Floppy Drive 1.44 Mb Step 3: Read The total count of thread as no oé air
«  Monitor 15VGA system denoted by NCore.
Colour. Step 4: Calculate block size denoted as BSize.
«  Mouse Logitech. BSize=DLen%NCore==0?DLen/Ncore:DLen/NCore ;
* Ram 8gb. ]
Step 5: SetUp the range of each Chunk start iagex(Sx)
and end Index (Ex)
) Step 6: Stop.
Softwar e Requirements:
e Operating system Windows 10

e Coding language :

JAVA

26



Divide And Conquer Strategy

[ File |
chunk Ta
M mecx v
V i
| chunk | | chunk | |chunk | ... | chunk |
g
E Processor Core ID's
* Cipher Text /Plain Toxt Segoments | -

Keys for each segments

2. MLP (Multilayer Perceptron)Algorithm: -

Step 1. Start

Step 2. Initialize weights at random, choose aniegrrate
Step 3. Until network is trained

Step 4. Do forward pass through net (with fixed gis) to
produce output(s)

Step 5. Inputs applied

Step 6. Multiplied by weights

Step 7. Summed

Step 8. Squashed by sigmoid activation function
Step 9. Output passed to each neuron in next layer

Step 10. Repeat above until network output(s) predu

E.PROCEDURE OF PROPOSED SYSTEM

Step 1: At first user will register to the systerithahis/her
basic information then password will be auto geteetand
it will be provided to user's email account.

Step2: User will login to the system by enteringrasime
and password.

Step 3: After successful login User will be aske@nter the
symptoms.

Step 4:Related symptoms will be suggested to the us

Step 5: If user have any of the suggested symptbens,
user can select from it.

Step 6: If user don’'t have any of the suggestedpsgms,
then user can click on “I have none of the abovempms”
Step 7: suspected disease will be predicted andllitbe
shown on the screen.

Step 8: Doctor will be suggested according to theiqular
disease.

Modules:

Registration
Login

Prediction system
Hadoop

Graph generation

apONE

1. Registration

The user will register to the system with normébimation.
At the time of registration, password will be agienerated
and it will be provided to user’s mail.

REGISTER HERE REGISTER HERE

2.Login

For login to the system, user will enter the Useraaand
password, if entered details are correct then yiseem will
redirect him to home page otherwise it will show exnor
message.

3.Prediction System

* The Disease Prediction system

¢ [t will predict the risk level of diabetes

e It will predict the type of diabetes i.e. TYPE
1,TYPE 2, TYPE 3.

* System will give the highest percentage of correct
prediction.

27



[

Post Your Query Here !

4.Hadoop
Hadoopis an open-source software framework for
storing data and running applications on clusters ol

commodity hardware. It provides massive storageafoy
kind of data, enormous processing power and thityato
handle virtually limitless concurrent tasks or jobs

5.Graph generation

Graph will be generated for predicted disease.

[
(AVA CONCLUSION
Big Data Analytics in Hadoop’s implementation prdes
systematic way for achieving better outcomes like

availability and affordability of healthcare semido all

population. Non-Communicable Diseases like diahei®s
one of a major health hazard in India. By transfagn
various health records of diabetic patients to ulsafialyzed
result, this analysis will make the patient undamst the

complications to occur. The goal of this researehlsl with

the study of diabetic treatment in healthcare ibgussing

big data analytics. The design of predictive arialgystem
of diabetic treatment may give enhanced data aati/t@cs

yield the greatest results in healthcare. By eniplpy
location aware healthcare service, anyone froml raraa

can get proper treatment at low cost. Treatment loan
offered when it is identified in advance.
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