
International Journal of Research in Advent Technology (IJRAT) Special Issue 
E-ISSN: 2321-9637 

Available online at www.ijrat.org 
National Conference on “Role of Information Technology in Social Innovations”  

26th & 27th February 2019 
 

42 
 

Tweet Segmentation and Classification using 
 K-Means and SVM Algorithm 

Ms. Shabnam R. Makandar1, Dr. Kavita Suryawanshi2, Mr. Rahul Chaudhari3 
1, 2, 3Department of MCA 

1, 2, 3D. Y. Patil Institute of MCA and Management, Akurdi, Pune 

Abstract: Twitter is a largest connecting site that contains various types of users. Many users share their data 
and it is updated sites so data should be preserved properly and accessing in proper way. Hence mining 
algorithm helps to running data. Many application such as Information Retrieval and Natural Language 
Processing holds some errors and short nature of tweets, hence to improve of such type of tweets tweet 
classification is used. Data mining algorithm used in the classification of tweets hence it is easy to access and 
understand. 
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1. INTRODUCTION 
Twitter is a part of social connecting media, has 
been incredible growth in the current years. It 
contains allkind of users and it has involved 
excessive interests from both of industries and 
academic ground. The twitter stream is examined 
and to gather then recognize users views about the 
organization. It is required to identify and reaction 
with such directed stream, such application wants a 
worthy named entity recognition (NER). [1], [2], [9]. 
Twitter is giant source of nonstop and rapidly 
updated information. The Social networking sites are 
updated and most significant communication 
channel with its proficiency of providing the most 
up-to-date and news leaning information. The 
besieged twitter stream to concentrate on the tweet 
segmentation and its arrangement. Twitter is a micro 
blogging service that created in the 2006 and it is 
one of the most widespread and it is rapid 
broadcasting sites, increasing online social 
networking sites with new 190 million Twitter 
accounts. The social networking sites comprises 
various types of peoples and henceforth data can be 
shared from one to another, at that instance data 
need to be safe and it is nothing but the malevolent 
data or message to send other user. Hence the 
directed stream which helps to eliminate such type 
of spam or messages and it is protective from the 
spam. 

 
Twitter is a social networking sites that allows users 
to send and read short 140-charactes messages 
named as tweets. Each and every user needs their 
data must be harmless and prevented from the 

hackers. Many social communities believed there 
data must be spam free that is errors free. The error 
can be grammatical. The spam data can affect your 
system and hence that malicious data is damaging to 
the system and that’s why such type of spam is 
detected properly and henceforth system must be 
error free[3]. The directed twitter future system of 
tweet segmentation supports to remove the errors 
and protect from the proscribed messages. Hence it 
is used for the refining the quality of tweets. The 
social networking sites which will be much 
restructured day by day and that’s why the data 
should be operative in nature. The data mining 
concept is very convenient in the directed twitter. 
Data mining is an interdisciplinary subfield of 
computer science. It is the computational process of 
determining patterns in huge data sets 
containingmethods. The global objective of the data 
mining process is to extract information from a data 
set and transmute it into required structure for 
advance use. Data mining is a cluster of tools and 
techniques. It is one of several technologies essential 
to backing customer-centric enterprise [8]. It is 
valuable in the tweet segmentation and with the help 
of data mining algorithm the data must easily 
preserved and easy to access. 

 
2. RELATEDWORK 
Twitter comprises millions of users and data must 
be up-to- date. The original framework for tweet 
segmentation termed as HybridSeg. The limited 
linguistic features are more dependable for learning 
local context and high accuracy is attained named 
entity recognition by means of segment based part-
of-speech (POS) tagging [1],[10]. The Chao Yang 
centers on the empirical study and new design for 
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twitter spammer’s fighter. The objective is to 
deliver the first empirical analysis of the evasion 
strategies and in-depth analysis of those evasion 
strategies with the use of machine learning 
detection techniques features [3]. Make a complete 
and experimental analysis of the evasion strategies 
utilized by Twitter spammers. The online social 
networking sites such as twitter and Facebook are 
now part of numerous people’s everyday routine 
and hence it is well-run. Spammers have exploited 
Twitter as a new platform to attain their malicious 
objectives such as sending spam messages, 
disseminating malware, hosting botnet and control 
(C&C) channels and executing other illegal 
activities [3]. The named entity recognition (NER) 
used in twitter stream forthe observing and answer 
to the stream. The unsupervised NER system 
known as TwiNER. First step is that global context 
obtained from the Wikipedia and partition of tweets 
with dynamic algorithm [2]. The TwiNER system is 
the first to feat both the local context in tweets and 
the global context from the World Wide Web 
composed for named entity recognition job in 
twitter [2]. An experimental learning of the named 
entity recognition in tweets that emphases on the 
representing the tools for part-of–speech (POS) 
tagging. Viewing that profits of features generated 
from T-pos and T-chunk in the segmenting named 
entities [4]. In quantity linguistics, part-of-speech 
tagging or POST tagging or word- category no 
confusion, is the process of marking up aword 
inatextorquantityascorrespondingtoaspecificpartof 
speech, based on both its meaning and its context. 
The new method for twitter user modeling and 
tweet recommendation by using named entities and 
removed from the tweets [5]. The earlier work in 
that the named entity extraction (NEE) and 
connecting for tweets it is the hybrid approach. The 
named entity withdrawal is for locate phrases in the 
text that signify names of persons. The approaches 
is that named entity generation and connecting then 
its filtering [6]. 

 
3. TWEETSEGMENTATION 
The tweet segmentation is the job of twitter stream. 
The objective of work is to categorize tweets into 
section hence it can be recognize easily. The earlier 
work of the tweets is that the tokenization hence 
named entity recognition is used. Both tweet 
segmentation and named entity recognition are 
measured the subtask of the Natural Language 
Processing (NLP) [1]. The segmentation is to divide 
the tweet segmentation is that the tweet is to be 
divide into consecutive segments. Tweet 

segmentation it is significant job of the previous 
paper. Twitter is a social networking sites and it 
holds the millions of people interact each other. 
Hence the data should be organized properly. Tweets 
are very high time-sensitive nature so that many 
phrases like “she eating” cannot be found in external 
knowledge bases. Detect that tweets from many 
official accounts of organizations and advertisers are 
likely healthy written. Then the named entity 
recognition uses high accuracy of tweets [1], [5]. 
Hence the overall study about the twitter and there 
trials, it’s a need to be a segmented the data in 
proper manner. The property of named entities in the 
directed tweet stream and it together from a batch of 
tweets in unsupervised fashion. Essentially, let T be 
the pool of the tweets that posted in the directed 
twitter stream inside the one fixed time interval. For 
example, India is the biggest country. That sentence 
is to be segmented is that (India) | (is the) |(biggest) | 
(country). The task of tweet segmentation is that the 
data is to be divided [1]. The old-fashioned named 
entity recognition method is the well-arranged 
documents heavily rely on the phrases local 
linguistic features. 

 
The capitalization and part of speech is the 
preceding work of the tweets [2]. The earlier work 
related to the tweet segmentation is attentions 
towards use of algorithms that contains the random 
walk (RW) and the part-of-speech (POS). The co-
occurrence of names entities in the twitter stream by 
relating the random walk and the part-of-speech tags 
of the elements words in segments. That the segment 
are possible to be a noun phrase are reflected as a 
named entity [1]. To overcome some features of the 
related tweets so the tweets can be error free and 
maintaining from the spam. Whenever the tweets 
can be segmented then some grammatical errors will 
exist in such phrases and hence overcoming in the 
directed twitter stream apply algorithm and named 
entity idea for that the tweet segmentation. 

 
4. TWEETCLASSIFICATION 
The tweet segmentation is the divide the tweets. The 
related work of the tweets hence it is confined large 
number of some features which will be lacking 
hence it is to be executed so that features is to be 
added in this work of tweets. The classification is 
allocate the term or data. Hence the tweet can be 
categorizes some style that should be related to that 
the specific tweet phrases. Tweet segmentation is the 
job to split the tweet in some segmented fashion not 
in the word manner, because the study of that 
segment based are healthier than the word based. 
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Using the clustering algorithm to develop the nature 
of the tweets. Hence this paper is to improve the 
features of tweet by using K- means algorithm. The 
data mining is controlled the large number of data. 
Data mining is the survey and analysis of large 
quantities of data in order to determine meaningful 
pattern and rules. The objective of data mining is to 
permit a corporation to advance its marketing, sales 
and customer support operations through well 
understanding of its customer. The data mining 
algorithm is to be applied for that the commercial 
application purposes. The techniques is to be hired 
from the statistics, computer science and machine 
learning research[8]. 

 
The data mining algorithm is used that is k-means 
algorithm. Fundamentally cluster analysis is one of 
the main data analysis method and the k-means 
clustering algorithm is also used for the various 
applications for producing and the gathering data. 
The development of database has been large day by 
day, therefore the practically difficult to extract 
useful information from them by using 
conventional database analysis techniques. That of 
the effective mining method are necessary to 
extract information from large databases [7]. K-
means clustering algorithm which has expected the 
nearest neighbor that depends on geometric 
clarification of metric ideas used in k-means. It 
carries general topic that connected to association 
and distance. K-means not only the algorithm but 
also automatic cluster detection [8]. The idea is that 
to classify the specified set of data into the k 
number of disjoint cluster and then that the value of 
k is the static in development. The algorithm can be 
sorted into two phases, the first phase is that states 
k centroids one for the each cluster. The another 
phase is to take each point associated to the given 
data set and it associate it to the nearest centroid 
[7]. The k-means algorithm is very useful in the 
directed stream for the reason that of that the tweet 
segmented are classified. Hence the term 
classificationmeans the segmented tweet can be 
identified and it can be classify in the specific 
region. Then by using the algorithm suchas k-
means and it is a clustering algorithm and it is used 
in the recognition also. The classification of tweets 
is that it can be divided and hence particular tweet 
is to be section wised disseminated. The earlier 
work of the tweets is that the there is no any 
classification of section, that the result such type of 
tweets in this paper. With the help of data mining 
algorithm the data can be controlled properly and 
hence it can be classified region wise. Various 

kinds of messages are to be exchanges so it is 
required to be security of that the tweets. Spam is 
the illegal form of massage hence some features can 
be used to that type of short term types of tweets. In 
the social networking sites such as twitter contains 
various types of users, each and every person can 
be posted there tweets in any field such as sport, 
entertainment, education, commerce and current 
event also. The directed twitter stream that 
segmented the tweet and then it should be sorted in 
that the specificsection by using this algorithm to 
improve effectiveness of tweets. In data processing 
and filtering will be done. The punctuation, 
symbols, deletion of email ids etc. will be 
eliminated which is not essential. Topic allocation 
means allocating data in the form of field like we do 
in our PC, we allot movies as per the category i.e. 
Hollywood movies, Bollywood movies, animated 
movies etc. So likethis there is need of assigning 
topics category wise. This work will be done in 
proposed work. Topic identification will be done 
after topic allocation for that topic K-means will be 
used. Topic K-means will use for feature 
extraction[8]. 

 
Another algorithm is used here is the support vector 
machine (SVM) is extensively used in object 
detection & recognition, content-based image 
retrieval, text recognition, biometrics, speech 
recognition. In machine learning, support vector 
machines are supervised learning models with 
related learning algorithms that examine data and 
recognize patterns, used for classification and 
regression  [11]. Named entity linking (NEL) is the 
job of that discovering which correct person, place 
and events is referred to by a mention. The linking 
method to define the specific named entity and the 
support vector machine to calculate which 
candidates are true positions and which one are not 
[6]. The idea of the directed twitter stream is that 
whenever the data can be segmented then that tweet 
are classified next job is that the current event 
identification mechanism should be executed with 
the help of the support vector machine algorithm. 
Social networking sites contains the user interface 
features that’s why the directed stream also has user 
interface characteristics and hence the many users 
can be interconnected to each other and exchanged 
there information. The main goal of this system is 
that to classify tweets, it provides to removing the 
noisy tweets then to detect the spam word and 
maintain this. It gives current event detection. The 
concept of named entity ranking that is research in 
the prior work and that can be named entity play key 
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role in all of the tweet segmentation [1] , [2] , [4]. 
Hence by using the mining rules data can be 
accessed easily and develops the efficiency of 
directed stream. With the use of tweet segmentation 
and its classification that advances the directed 
twitter stream. The support vector machine 
algorithm is very significant in this work of tweets. 
Most of the tweets is related to the some distinct 
field so another user has been seenin that of 
respective field. That type of work is to be 
maintained in this work so that by using data mining 
algorithms the features of tweets is developed and 
the tweets improvement is to bemaintained. 

 
5. CONCLUSION 
The tweet segmentation and classification supports 
to maintain the semantic meaning of tweets. This 
paper proposes a new tweet classification which 
benefits to develop the accuracy and competence of 
tweets and therefore the tweet shows in specific 
region. The segment based tweet it is improved than 
that of another word based. The detection recovers 
the segmentation analysis. The data can be 
maintaining the spam and hence the tweets are 
protected nature. 
 

6. FUTURE WORK 

The recent event detection is also supportive for the 
traffic analysis and graphical analysis. 
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