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Abstract- Over several years, many statistical tools haeshesed to analyze and predict students’ perforsmanc
from different point of view. One of the major cleasiges today is to predict the paths of studentshigher
education through the educational process. Prediemnalysis in earlier stage depends on many diftdactors.
But Data mining techniques could be more useful easier for this kind of job. Data mining technigusae
widely used in educational field to find new hiddpatterns from student’s data. And these hiddetepet
which are discovered can be used to understanprtiem arise in the educational field. Data Min{Bdvi), or
Knowledge Discovery in Databases (KDD), is a predesextract meaningful and useful information frizmge
set of raw data. Data mining techniques apply wimethods in order to discover and extract pattéom
stored databased on collected students’ informatiifferent data mining techniques need to be uJéu:
purpose of this project is used data mining soféwfar the prediction of final student mark basedharameters
in the given dataset. The dataset contains infaomatbout a school’s students and their variousabaspects
and marks.

Index Terms-Weka, prediction, student result

1. INTRODUCTION to prevent bad grades and focus on getting better
Data Mining (DM) is a growing topic in the field results. The quality of education needs to be iwgdo
Computer Sciences. Due to the large amounts of dedad educational data mining is a tool for this
and the urgent need to convert such data into usefmprovement. Student’s performance depends on
information and knowledge, data mining has gainedarious things like social, personal, economic and
great importance in the information industry and iother environmental factors. Educational institutes
society in recent years. Data Mining focuses on thmay utilize the outcome of the experimental restdts
extraction of hidden knowledge from various datainderstand the trends and behaviours in students’
warehouses, data marts, and repositories. Largerformance which may help to design new strategies
amount of data becomes useless without its propfar better performance of students. There are abeum
use. Knowledge data discovery (KDD) is similar toof classification algorithms: Decision Tree, K-Nestr
data mining but they are really different in anezg®l neighbour, Naive Bayes, Random Forest, Support
point. Data mining and knowledge discovery is useWector Machines etc. In this research, we are gting
to derive common expressions of characteristics thase some of them for mining the academic students’
are shared by all elements in a dataset. Theytmth performance: J48, NaiveBayes, RandomForest,
techniques that can be used to extract usef®landomTree, ZeroR, DecisionTable, SMO
information from large amount of data in the datsba classification algorithms. Classification is one thé
The results of applying the DM algorithms on anypredictive tasks and is the most commonly used data
given or manual-generated dataset is known as Rulgning technique in predicting the students’
Discovery. There are mainly two types of rules, th@erformance in educational institutes. Several
production rules and the association rules. Thattributes were considered in our study. First, we
production rules are a common formalism forfound the high influence attributes. We removed the
expressing knowledge in expert systems. Decisiaamnecessary attributes from the dataset to extract
Trees rules can be also transformed into theseful and meaningful information through feature
production rules. The association rules were used $election. It makes the mining process faster,alzti
find a relationship among sales of different itefn@sn  and meaningful. In the study, final marks are gekkc
the analysis of a big data. as dependent attribute. WEKA (Waikato Environment
Educational data mining is an emerging field in thdor Knowledge Analysis) is used as the data mining
area of data mining. In this competitive world, thetool for study. WEKA is an open source tool writien
education department also uses data mining to exploJava that is widely used by the data miners. WEKA
and analyse student performance, predict theidteesu
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implements most of the machine learning algorithmBletwork, and ID3 classification techniques. He fdun

and visualizes its results as well. that Bayesian Network works better than others in
terms of accuracy.
2. LITERATURE REVIEW Predicting Students Yearly Performance using Neural

We did a background study to review similar exigtin Network [6] — The author used Cumulative Grade
systems used to perform student performance asalysPoint Average (CGPA) for prediction of students’
Some existing system are chosen because thegmarly performance. The dataset used was from
systems are similar to the proposed system. Bangabandhu Sheikh Mujibur Rahman Science and
The Prediction of Students’ Academic Performanc&echnology University students’ records. The awghor
Using Classification Data Mining Techniques [1]t- | used neural network technique for prediction and it
is a framework to predict the academic performasfce was compared with the real CGPA of the student.

the first-year bachelor students of computer saenc

course. The data collected contained various aspéct 3 DESIGN AND IMPLEMENTATION _
students’ records including previous academic dgor We implemented the system using the following
family background and demographics. It contained B€PS:-

years of data. Three classifiers viz. Naive Bayes,

Decision Tree and Rule-Based classifiers are applidataset: - This data is taken from secondary
to find the academic performance of students. Theducation of two Portuguese schools. The data
analysis showed that Rule Based classifier was tiadtributes include student grades, demographidalsoc
best among the other classifiers as its accuracy wand school related features and it was collected by
found to be 71.3% for that dataset. using school reports and questionnaires. The datase
Faculty Support System (FSS) [2] - FSS is able teas in csv format.

analyse the students’ data dynamically as it ie &bl
update of students’ data dynamically with the flofy = - ==
time to create or add a new rule. Classificatiol ;= "
technique is used to predict the students’ perfacea
FSS focus on the identification of factors tha:
contribute to performance of students in a paricul :
course.

Prediction of Students Outcome Using Data Minin
Techniques [3] - It is a data model to predict sttts
future learning outcomes using senior studen
dataset. They compared the data mining classifinat
algorithms and found that J48 algorithm was best

suited for such job based on their data. _ Selecting attributes: - Out of the 30 attributes in our
A Comparative Study to Predict Student'syataset we selected different combination of aiteb

Performance Using Educational Data Miningoyt of which we finally selected 11 attributes whic
Techniques [4] - Author conducted a study to fihatt  g5ye the best results for our dataset.

high influence attributes may be selected careftdly

predict student perfqrmgnce. Feature ;election Iy Preprocessing: - Preprocessing is the first step of
used pefore classification f.o.r such job. They US€€valuation of any Weka project. We selected the
Bayesian Network and Decision Tree algorithms fogource file from our system and converted it t@bke

_cl_lﬁzsggc;ﬁ?g ggg C%r::'fggﬂozfssstﬂgsvrg dptig?g?;; 0 read by the system. Different filters are used i
2ka to perform data cleaning. First we used the

2g;li?grcetoani thrﬁge”;mgtf /f_\é/:tﬁ%z 'QNEIZ(?] f|tr§ move filter to remove the rest of the attribufBsen
PP . C . r the association rules we needed to convert
accuracy rate was considered, the Bayesian Networ

outperformed the Decision Tree classification igith numenpal value; to.nomlnal values so we used the
case. NumerquoNomlnal filter for that. conversion. Beloyv
Analysis of Students’ Performance by Using Differenselfgfe '::ﬁfjug?[ :rf ;B;ﬁﬁzptrr? g ?”Stsélpsg tab of our qub)j
Data Mining Classifiers [5] - Author used WEKA tool ’

to evaluate the performance of the university stigle

He found that the accuracy of the classifier athons

depends upon size and nature of data. The autledr us

Naive Bayesian Network, Bayes, J48, Neural
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a)

First select the classifier which you want to
use to classify the data.

Select “Cross-validation” in the test options
in classify tab.

Enter the number of folds (default 10)

Click “Start” to start the classification.

Classification: - Classifiers are used to predict
nominal and numeric quantities in Weka. In oul.
project we used different classifiers like J48
RandomForest, RandomTree, NaiveBayes
DecisionTree etc. We can predict result in wekagisi
three methods which are as follows: -

i).Training and test set .

Steps for using training and test set are bme; - 111)-Percentage Split

a) First select the classifier which you want to
use to classify the data.

b) Select “Use training set” in the test options in @)
classify tab.

c) Click “Start” to start the training. b)

d) Now select the “Supplied test set” from the
test options. Now a dialog box would appear  C)
on the screen.

e) Click on “Open File” and select the test file
(the test file and training file must have same  d)
attributes).

f)  Now click on close to close the dialog box.

g) Click on “Start” to start the testing.

[t o | At | ot | sstis

Steps for using percentage split are as follews

First select the classifier which you want to
use to classify the data.

Select “Percentage split” in the test options in
classify tab.

Enter the percentage of data you want to use
for training and rest of the data is used for
testing the trained data.

Click “Start” to start the classification.

4. RESULTS
ii).Cross-validation As we used different classification techniques to
predict the results with different testing optiosach
Steps for using cross-validation are as foltows technique produced different results. The tablehef
techniques used and their results are as follow: -
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Classifier Test Option Accuracy
NaiveBaye Use training st | 82.53% NaiveBayes
Cros«- 81.01¥%
validation
(Folds:10) gg‘:ggﬁf;
Percentage 83.54% 83.00%
split (80%) 85:30%
SMO Use training sef  84.55% 81.20%
Cross- BL01% o ]
validation 79.50%
(Folds:10) & ;oo‘\': K
Percentag 82.27Y < & ¥
split (80%) & S o
DecisionTable Use training s¢t  82.02% Nl &@"0
Cross- 80.75% &
validation e
(Folds:10)
Percentage 82.27%
split (80%)
Jag Use training s¢ | 81.78Y% SMO
Cros+- 81.78%
validation )
(Folds:10) oo
Percentage 83.54% 83.00%
split (80%) 82.00%
RandomForest Use training set  98.73% 81.00% -
Cross- 78.48% 80.00%
validation 79.00% ) .
(Folds:10) %&“ & &
Percentag 81.01% &8 N &5
split (80%) & & &
RandomTree Use training st 98.73% ¥ ¢ ¢
Cross- 72.65%
validation
(Folds:10) ..
Percentage | 65.82% DecisionTable
split (80%)
ZeroF Use training s¢ | 27.59Y%
Cros«- 27.59% 25'883
validation 81:50£
(FOIdSlO) 81.00%
Percentage 29.11% 80.50%
split (80%) 80.00%
79.50%
X X
\Qcoc) .b'é'\OQ Q"')Q\\
S & G
& & &
Nl o €
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5. CONCLUSION

In this paper a dataset from a Portuguese schal ha
been taken and analyzed. In total there were 649
instances with 33 attributes. Out of which 11 htttés
were selected. Weka 3.8 was used as a data mining
tool. Many different classifiers were used to peedi
the results such as J48, NaiveBayes, RandomForest,
RandomTree, ZeroR, DecisionTable, SMO. Based on
the accuracy and the classification error one may
conclude that RandomForest was the most suitable
algorithm for the dataset.
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