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Abstract- The optimization of traffic light control systenis at the heart of work in traffic management.
Traditional traffic light control systems use pmed controllers for managing traffic at intersens. But this
method is extremely static and is very inefficidot a dynamically changing system like traffic flowhe
traditional pre-timed controllers cannot adapttie ever changing traffic conditions and hence tesularge
amounts of waiting time for vehicles. We proposaadel for traffic controllers using Machine Leamias the
core to address the issue of dynamically chang@ifgjd so that our controller can determine whiahé should
be given the green signal and for how long to minénhe waiting time. By using machine learningoainms
based on the attribution of rewards according ® risults of the actions selected by the controller can
obtain a control policy that tries to optimize tmban traffic flow.

1. INTRODUCTION

Traffic Signal Controller (TSC) are at the heart ofCalculate reward from the action taken by deciding
managing traffic everywhere. The existing system#hether the action taken helped the final goal of
use pre-timed controllers for these TSC but they aminimizing the average waiting time or not.

proving to be inadequate for the dynamically chaggi Depending on the reward change the next actioreto b
traffic conditions. Some lanes have green signaéme taken.

when there is no traffic while other lanes are imgit Calculating the cost function, gradient for leaiof
even when there is heavy traffic. To address thiée neural network.

dynamically changing traffic issue we have come up

with a solution of Machine Learning controlled TSC. User Interface Module:

These TSC's will issue how much time a signal stioulRender a representation of a road intersectionhen t
be green depending on the traffic in all laneshat t screen with traffic signals for all lanes.

intersection. This will help minimize the averageShow the number of vehicles in all lanes at theesur
waiting time of vehicles at an intersection andsthuinstant of time.

improving average travel time as well. Another igne Show the signal colors for each lane that is red,
could be reduction in pollution due to vehicularyellow, and green.

emissions as less time is wasted waiting. Display the average waiting time.

Pre Timed Controller Module:
2. PROPOSED SYSTEM For comparison with the neural network system.
The proposed model in the project can be summarizéehlculate the average waiting time when each lase h
as follows: fixed time set for green signal.
At each time step, control action is generatedHgy t
NN controller with the input of traffic conditiohen 2.1 System Specifications:
action of last time step is reinf(_)rced ap_cordinghe_ Equipment Requirements:
observgq reward form thq traffic cono!ltlon. Leamnin 1. CPU Quad Core and above
The proposed system contains e following modules: 2 Ram 4 GB and above
NEURAL NETWORK MODULE: 3. Hard Disk 400 GB and above
This module has the following functions:
Create the neural network with 3 hidden layers.
Take the input and try to determine the best péssib
action to take from the action set to minimize the
waiting time.
Train the neural network to minimize the waitingé.

Programming Requirements:
Windows 8 and above
Linux operating system
Python
OpenGL
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3. THEOREM: Di,,-z:; :=(1/m) (Ai,jg +20,0),ifj£0
The algorithm used is Neural Networks usin DIiﬁje ;éi%allgt)algg:”na)t’rig JD:is(;) used as an "accurodlat
backward propagation for _error calculat_lon an%s add up our values as we go along and eventually
forward propagation for activation calculation. The : S

. . : dpompute our partial derivative.
input layer consists of 8 input nodes where 4 nodé

give the number of vehicles in the 4 lanes of theg_1 System Architecture

e oo e aras, We proposed a yste o deal i i proemgisi
g machine learning. The proposed system consist3of a

next Ia_yer IS the_hldden Iayer_whlch does SOmanered Feed-Forward Neural Network with 1 hidden
calculation to provide the activations for the autp layer
layer.

layer. The output layer consists of 2 nodes, ome f
determining which signal should be set green aed tt
other for determining how long the signal should b
set green. Using feedforward propagation we ca
calculate activations for the next layer based lun t
input. Using Backward Propagation we calculate th
error in all the layers.

E—

Backwar d-Propagation:
Given Training Set {(%, y¥)...... (™, Y™}

SetA;; := 0 for all (,i,j), (hence you end up having a
matrix full of zeros)

0000
0000

For training example t =1 to m:
Set & :=x0
Perform forward-propagation to comput® far | =

2,3,....,L . L

At each time step, control action is genetaig
Using Y, computes®™ = & — y¥ the NN controller with the input of traffic conditi.
Then action of last time step is reinforced acaggdd
the observed reward form the traffic condition tésl
of using the sigmoid function for the process of
normalization or rather squishing it between thegea
of 0 and 1 we will be using the ReLU function oe th
Rectified Linear Unit FunctioriThe Sigmoid function
is used for the process of squishing the data eatvee
certain range (generally values between 0 and 1 are

Figure: System Architecture of Proposed System

Where L is our total number of layers arfd & the
vector of outputs of the activation units for thstl
layer. So our "error values" for the last layer are
simply the differences of our actual results in et
layer and the correct outputs in y. To get theadelt
values of the layers before the last layer, weusanan
equation that steps us back from right to left:

Computes™™, 502 ... 5@ usings® = (©Y)T preferred). The graph of sigmoid function can bense
3 )+ dV x (1-d) below.
The delta values of layer | are calculated by

multiplying the delta values in the next layer witie Sigmoid
theta matrix of layer I. We then element-wise npjti ol
that with a function called g', or g-prime, whichthe
derivative of the activation function g evaluateithw
the input values given by’z

The g-prime derivative terms can also be writteh ou
as:

g@") =& » (1-a")
AG® = A0 + g0 50D

We update our new matrix.
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As seen from the above figure, the sigmoid functio
converts all negative values and brings them closer
zero while all positive values are converged towarc
one. While the values between negative two an
positive two hang somewhere close to 0.5. But ver
few modern neural networks use Sigmoid Functio
anymore and it has become old-school. The ma
reason behind it is the emergence of ReLU c
Rectified Linear Unit Function. ReLU has proven tc
be a lot easier to train and also lot faster aspzoed

to Sigmoid. The ReLU function can be seen below.
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