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Abstract-Now a days, Cloud Computing (CC) has been most useful methodology over the web. Virtualization in 

cloud computing is responsible to use by many cloud vendors in their infrastructure. In our paper we studied, 

how to achieve high availability using Docker Container. This can be achieved with virtualization technology. 

We studied cloud infrastructure management with minimum resources & by using private DNS server which is 

connected with all the containers in multi-cloud environment with improvement of network server. In this paper 

emphasis is given on cloud infrastructure management in multi-cloud platform. The networking issues are 

rectified with the help of Docker framework with the help of private DNS which acts as network server for each 

cloud environment. YCSB tool is used for testing the performance of cloud infrastructure. 

 
Index Terms-Virtualization, Live Migration, MongoDB, Cloud Infrastructure Management, Docker container, 

YCSB 

1. INTRODUCTION 

For deployment of cloud environment Docker 

container is used in virtual cloud network. For drifting 

organization cloud computing is a viable technology 

in the computing. d Cloud computing makes the 

provision of using the utilities as per requirement from 

anywhere along with usage of parallel computing in 

the virtualized surroundings [8]. Cloud computing 

environment has software as offerings (SaaS), 

Platform as a services (PaaS) and Infrastructure as 

services (IaaS). Sources such storage, topologies, 

server space are provided in both physical and 

virtualized pattern to make cloud computing success. 

Virtualization is most important in cloudcomputing. 

The research aims that deploying cloud infrastructure 

using Docker container and eliminates networking 

problems faced by it .The IPs are allocated by the 

Docker from IP pool and if Container A is Shut down 

then new container will get the IP addresses of A 

container.It is necessary  to find out new ways to 

achieve high availability and get rid of network issues 

in Docker Container.A novel solution for the above 

problem is given by our researchwith the help of  

creation of  private DNS container and amalgamation  

of all the containers to the DNS. 

Second section includes all the related work to our 

research including Docker container and Linux 

container in addition to  cloud infrastructure 

management  ideology. 

The third section discussion is regarding our proposed 

architecture which includes connection of private DNS 

server to containers with specifications. 

Next is the implementation part where the description 

of our system is stated with the creation of private 

DNS server & deployment through MongoDb.At the 

end results of our system are shown. 

2. RELATED WORK 

This part explains points regarding Docker Container 

and virtualization.  

2.1.  Introduction to cloud computation and 

concept of Virtualization 

Computing ability has the power to enhance 

performance of IT industry and provides handsome 

software services [3]. Cloud computation includes 

cloud services: cloud software as a service (SaaS), 

cloud platform as a service (PaaS), and cloud 

infrastructure as a service (IaaS) [26]. Virtualization is 

part & parcel of cloud computing and information 

centers. Paravirtualization provides solution for 

Memory Management Unit (MMU) and I/O [14]. 

2.2.  Linux Container (LXC) and Docker 

Container  

Docker is more mingled with OS level virtualization, 

reusability of module and DevOps. DevOps is a 

method for communication between development and 

operational teams in order to reduce dependency 

complications [6]. Virtualization is crucial part of 
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cloud computing and Docker   approach is used for the 

same. dot Cloud is renowned service PaaS supporting 

a variety of cloud computing applications. Images can 

be created as per requirement on requirement using 

Dockerfile [25].Different tools for implementation of 

Virtual Machines include KVM, Xen hypervisors and 

Docker container along with the testing tools like 

Hackbench benchmarking for testing & evaluation to 

nullify Docker overhead [32]. Docker container is 

helpful to extend Quality and operations of Linux 

container (LXC) using core kernel layer and API[5]. 

 

2.3.  Cloud Infrastructure Management 

In learning cloud infrastructure system Yan et al., says 

that IaaS is well defined   cloud computing platform 

[37]. IaaS has problems in heterogeneous cloud 

environment which is provided a solution called 

Monsoon which satisfies cloud requirement of 

organizations. 

 

2.4 High availability and Live Migration 

Yu and Huan states that live migration using Docker 

container is lightweight and used for VMs [38]. It also 

figures out that Docker container minimizes time 

required for live migration [35]. It introduced 

technology called live snapshot for cluster-based 

computing which provides high availability to 

VMs[2]. It tells solution using virtual machine where 

live migration from one physical device to other is 

done without performance degradation. 

 

3. Design and Specification  

3.1 Design 

 

In IT industries Docker container is the expanding 

technology.  The main focus of  

Our system analyzing execution of deployment of 

cloud platform in one & more cloud vendors by 

restoring execution of private DNS inside containers. 

Openstack, AWS, Digital Ocean are the different 

Cloud vendors used in the research work to check & 

test their performances by deploying the cloud 

infrastructure 

3.2 Software Requirement: 

 

3.2.1 MongoDB Sharding Cluster: 

 

MongoDB is database management system (DBMS) 

that focuses on using document-oriented database 

model supporting various forms of data which is open 

source. The MongoDB architecture is comprised of 

collections and documents. MongoDB supports 

GridFs, auto-sharding, store files of any size without 

any error to the stack. Document is important part of 

MongoDB which makes request from client, routing it 

to matching server &merging the result to client side. 

3.2.2 MongoDB clustered Architecture: 

 

Sharding is the process used to store data across 

numerous machines.It is helpful to achieve the 

growing data demands. It is collection of variety of 

data from variety of machines and not replication.  

The process of sharding is responsible for evenly 

distributing data across multiple physical partition 

called as shards. Sharding allows horizontal scaling of 

data stored in multiple shards. Concept of sharding in 

MongoDB address hardware limitation of a single 

server [28]. 

 

3.2.3 Shards: 

Shards consist of subsets of data used for shared 

cluster and is also called single mongod. Each and 

everysharad will be having one or more server that 

uses mongodb process to store data. 

 

3.2.4 Config Server: 

The purpose of config server is to store the metadata 

for shardedcluster. It is used to maintain the 

distributed lock in MongoDB. It is used by the query 

router wherein metadata is used to target operation to 

specific shard. 

 

3.2.5 Router Server: 

The alternate name for this fundamental is query 

router used for routing the processes and coordinating 

with complete process working in sharding cluster 

architecture 

 

3.3 DNS Server: 

The DNS Server plays an important role in our 

research where it will be used as main source 

component for networking containers among different 

cloud vendors or different networks. 

3.3.1 DNS Zone 

A DNS zone is any specific part of the domain name 

space in the Domain Name System (DNS) for which 

regulatory duty has been designated to a single 

manager. The tree network structure in DNS is divided 

into small networks called as zones. A zone starts at a 

domain and extended in downward direction in the 

tree to the leaf nodes or to the top-level of sub 

domains where other zones start. 

3.3.2 BIND DNS: 

BIND stands for Berkeley Internet Name and it is 

most used software for conversion of domain name 

into IPaddress [24]. It explains concept of DNS BIND 
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and the various files associated for setting up our own 

Linux DNS BIND server.  

3.4 YCSB (Yahoo cloud serving benchmark) 

YCSB is a tool for quantifying systems. Usage of 

YCSB can be done either by cloning git repository or 

download latest version from the source YCSB is used 

for comparison of performance with respect to other 

clod platform databases. YCSB has key feature of 

extensibility for implementation. YCSB is used for 

generation of data and operations which create the 

workload which is written in java language. Workload 

property & runtime property are the two concepts 

present in YCSB.  Workload Property defines the 

workload irrespective of the given database and 

runtime properties point given instance. 

 

3.5 NEW RELIC 

Many Organizations make use of New relic tool which 

is real time application performance monitoring tool. 

Through use of new relic tool organizations get 

information about web user experience which is the 

main reason for organization success. This tool helps 

organizations to examine CPU utilization, memory 

utilization, it also helps to remove the obstacles which 

lowers the performance of application.  The new Relic 

tool is used for checking CPU & memory 

consumption ofMongDB  cluster. This tool helps the 

organizations to transfer the data from one server to 

another in case the load is increased in order to avoid 

the bottleneck and improve cluster performance [7]. 

 

 

4. IMPLEMENTATION 

This section focuses on deployment of multi-vendor 

cloud infrastructure with the help of  Docker  

containers. The first part tells about deployment of 

existing infrastructure through weave networking 

plug-in and its related issues. The second part shows 

our proposed system being deployed using creation of 

DNS inside Docker. Following is the prerequisite for 

completion of  setup. 

1. Bind9 DNS Server 

2. Docker Containers  

3. Virtual Private Servers from Different cloud 

vendors like Digital Ocean,  OpenStac and 

Amazon Web Services 

4. Weave docker networking plug-in(required 

for deployment of existing  infrastructure) 

 

 

4.1 Existing Infrastructure Deployment: 
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It shows the execution of container technology in host 

server. Execution of Docker takes place on host and 

the docker bridge container are created on top level. 

Docker bridge provides IPs to contain++ers. Docker 

bridge has pre-defined IP subnet that is 17217.0.0/16 

which is for the internal communication. The 

communication is not possible for two host having 

docker containers for the reason thatIps are not static 

&private for config servers. The Figure4.1 below 

show no communication between the containers. 

To get rid of networking problem weave docker plug-

in is used for communication purpose between 

containers established at different networks. All 

servers need to be configured before infrastructure 

deployment. The existing infrastructure does not 

support addition of new server. 

The Figure 4.2 tells weave creates tunnel for 

communication purpose. In case if we have to add 

server, weave router throws an error that it is unable to 

establish connection for new server. 

 

 

 

4.2 Building an infrastructure using DNS. 

In our research  due to security reasons we are not 

using public DNS server such as Amazon 

DNS,Google DNS rather create private DNS  in 

Docker container.The setup is described below: 

1.  In each server create DNS containers. 

 

2. Add DNS Server as nodes after creation of 

containers. 

3. Deployment of Infrastructure 

 

4.2.1 Configuring DNS Server. 

Collection of records of Primary DNS server known as 

zones. Specifying forward and reverse zone process is 

done after configuration of master DNS. 

4.3 Creation Addition of container to the server.  

Creation of container and addition to DNS server zone 

is possible after configuration of DNS only. Docker 

file is used for creation of Docker container with the 

help of handful commands. The Docker file is shown 

below: 

 

 

 
 

Figure 4.1: Servers With Docker Containers. 

 

 

 
 

 

Figure 4.2: Networking using Weave. 
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Figure 4.3: Zones configuration structure with DNS 

Server 

 

4.4Infrastructure Deployment: 

Infrastructure Deployment of MongoDB cluster across 

different cloud vendors with the domain name 

configuration. The deployed architecture is shown 

below which provides high availability and  by using 

public or private clouds new resources can be added . 

 

5.Evaluation 

 

5.1Performance Calculation of Cloud 

Infrastructure deployment between single server 

model & 2 Server Model 

 

 

 
 

Figure 4.4:  Connection of DNS to MongoDB 

Containers 

 

 

 

Figure 5.1: MongoDB In Single Server 

 

 
 

Figure 4.5: Proposed System (Infrastructure Across Multiple Cloud Vendors) 
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Table 5.1: Comparison of  MongoDB in single server 

& two server  

As Shown in the Table 5.1 with respect to 5.1 , By 

executing the system 5 times we examined  read, 

update & throughput along with the latency time taken 

in microseconds. 

 

 

 
 

Figure 5.3: Server-1 Vs Server-2 test 

Performancechart 

 

Our Architecture gives benefits like low cost of 

resource, less resource utilization and all the resources 

are used without making any servers idle. Our 

architecture thus enhances all three operations. 

 

 

5.2 Testing Performance in Multiple Cloud 

Platforms 

 

Table 5.2: Testing Performance in Multiple Cloud 

Platforms 

 

In this we have testing results of 3 different clod 

platforms like AWS, OpenStack, Digital oceanFrom 

the comparison we understand that read & update 

operation in digital ocean is better with respect to 

other platforms. In digital Ocean the SSD Hard drive 

is used which improves the performance along with 

better services in minimum cost. We have used YCSB 

tool for the performance testing operation. 

 

 

 

 
 

Figure 5.4: Performance of Different Cloud 

Infrastructure Platformchart. 

 

 

 

5.3 Resource Utilization: 

 Here in this part we do the analysis of the resource 

consumption done by our prototype and weave. New 

Relic an online monitoring tool is used for the analysis 

of CPU and memory utilization. 

 

5.4CPU utilization: 

In this Part evaluation of CPU utilization is performed 

using new relic monitoring tool which shows that 

DNS server does not consume any resource of the host 

whereas weave consumes resource of the host. 

  

 

Table 5.3: CPU Utilization Rate 

 

 

 
 Figure: 5.5 CPU utilization rate chart 

 

5.3.2 Memory utilization: 

The memory utilization of the DNS Server is less in 

comparison with wave because DNS Server Utilizes 
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virtualized resources whereas weave utilizes physical 

as well as virtual. 

 

 

 

Table 5.4: Memory Utilization Rate 

 

 

 
 

Figure: 5.6 Memory Utilization chart 

 

 

Conclusion: 

For multiple cloud environment ,the Hypervisor based 

virtualization is not the match. The hardware demand 

and resource allocation methods vary in Docker based 

cloud infrastructure. The research highlights 

difficulties encountered by Docker networking at the 

time of cloud infrastructure deployment  also the 

solution is provided by generation of private DNS 

server  for each one of the cloud platform along with 

containers attached to one another with the help of 

private DNS.We perform the deployment process of 

MongoDB clustered architecture in single server as 

well as our proposed  model, on comparison we 

concluded that our proposed infrastructure has 

enhanced the read and update operation. The 

deployment of proposed infrastructure in multiple 

cloud model indicates that the performance is better 

when the infrastructure is deployed in Digital Ocean 
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