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Abstract- Nowadays, various humanoid robots are designed for various applications like manufacturing industries, 

medical fields, in defense areas where human cannot reach. Robots are used for automating work so as to reduce the 

manpower. Existing system is, the robot can hug human and the different modules in which we can measure temperature 

and blood pressure of human. This paper presents Hugging Humanoid for Analyzing Human Behaviour with the help of 

body temperature and blood pressure. Output of the system will be human will hug the robot and robot will hug back the 

human and will measure his body temperature and blood pressure and using those parameters it will analyze the human 

behaviour. 
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1. INTRODUCTION 
Research on Hugging Humanoid Robot has been 

currently active topic going on. Because of such 

research we were motivated to design the Hugging 

Humanoid which will analyze human behaviour. Hugs 

makes us feel comfortable, safe and loved. In some 

situations such as where humans are not available this 

robot will hug human and help him to reduce the stress. 

We are going to design a Humanoid Robot. Human will 

hug the robot. After hugging, the robot will hug again 

back to human. When robot will hug the human then it 

will measure body temperature of the human using 

sensor such as LM35 and heart beat rate using heart beat 

pulse sensor. These results will be sent to the database 

using Wifi module and that data will be processed using 

android application and human behaviour will be 

analyzed. These data again with the help of application 

server will be sent to the respective doctor which will 

help doctor to detect the disorder or behaviour of the 

human. The following components will be required to 

design a system. 

               In this project we have used some Sensors, LED’s, Buzzers. We have used one Ultrasonic Sensor, when human will come in front of the robot it will be detected by ultrasonic sensor. Some specific distance is given to it for detection purpose. Colour of any person or any different thing will not affect on hugging. Ultrasonic sensors can measure the distance to a wide range of objects 

except of shape, colour or different surfaces. They are 

also used to measure an approaching or receding object. 

By using LED’s and Buzzers, human easily get to know 

what action he has to take next time. They are easy to 

use and gives results fast. 

 

2. EXISTING SYSTEM 

In the existing system, robot will hug the human if 

another person is not available to hug. Hug makes us 

feel warm and comfortable. Robot is actively huggable. 

It has one jacket, which gives us warm feeling and 

satisfaction of hugging. It hugs us without any accident  

[1]. For analyzing human behavior we have referred  

papers in which, with the help of Arduino uno and using 

some Arduino devices they are monitoring temperature 

of the human body and heart beat rate of same human 

[2] and by monitoring human behavior, it will analyze 

the human intention [3]. For analyzing human behavior 

we have to take facial expressions of human, using 

those expressions human behaviour is analyzed whether 

human is happy, sad, calm or yawning. For doing non-

accidental hug we have to control human robot arm also 

[6]. 

 

3. PROPOSED SYSTEM 

3.1.  Component’s used 

3.1.1. Diode IN4007 

 
Fig.1 : Diode IN4007 

 

Diode allows current flow from anode to cathode. In 

diode, current flows in one direction. It’s maximum 

current carrying capacity is 1A. In our robot it is used as 

current flow regulator. Current always flow from anode 

and exit from cathode. 

3.1.2. IC7805 

 
 

Fig.2 : IC7805 
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The IC7805 is used for converting 12V supply into 5V 

supply. It has three pins. First pin of IC is Input pin 

which get 12V from battery and gives the output of 5V. 

Second pin of IC is Ground which is connected to 

ground. Third pin is Output pin on which we will get the 

5V supply. 

3.1.3. Ultrasonic Sensor 

 
Fig.3 : Ultrasonic Sensor 

 

Ultrasonic sensor is divided into three broad categories: 

Transmitters, Receiver, Transceivers. Sensors head 

emits an ultrasonic wave and receive the wave reflected 

from the target. It measures the distance between the 

sensor and the human body for hugging movement. 

Here Trigger pin is input pin and Echo pin is output pin. 

VCC pin powers the sensor and ground pin is connected 

to the ground of the system. 

3.1.4. 12V to 5V Converter PCB 

 
Fig.4 : Circuit of voltage converter 

 

We are giving 12V supply to anode of Diode IN4007. 

Cathode of diode is shorted in between IC7805 and 

resister of 470 micro farad. Cathode of diode goes to the 

input of the IC7805. Ground pin of IC is connected to 

the ground of the system. Output of the IC is again 

shorted in between positive supply and resister of 10 

micro farad. On that positive supply we will get 5V. 

3.1.5. Servo Motors MG995 

 
Fig.5 : Servo Motor 

 

Servo Motors will be used for controlling robot’s arms  

for hugging. The rotating shaft of servo motor will 

control the robot’s arm. Robot will move his hand in 90 

degrees inwards when it will detect the human and after 

some delay he will automatic open his hands outwards. 

3.1.6. Heart Beat Pulse Sensor 

 
Fig.6 : Heart Beat Sensor 

 

Heart Beat Pulse Sensor which is analog sensor and 

which is based on photo phlethysmography, will sense 

the person’s heart beat rate and will send it to the Wi-Fi 

module as output. 

3.1.7. LM35 Temperature Sensor 

 
Fig.7 : LM35 Sensor 

 

LM35 Temperature Sensor which is analog sensor, it 

consists thermocouples and thermistors that touch body 
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to measure the temperature. After sensing the 

temperature it will send it to Wi-Fi module as output. 

3.2. Architecture Diagram 

 
 

Fig.8 : Architecture Diagram 

 

The above diagram describes about the working of 

whole module. The transmitter of ultrasonic sensor is 

continuously transmitting ultrasonic waves , whenever 

object is detected within 20cm range, the receiver 

receives a signal. As the sensor gets the idea of 

someone’s presence, then it will go for the further 

process. The further process involves delay time for 

800ms . In this delay process, the human will hug the 

robot, then LED used will show response by glowing 

itself and the hands of the robot will start moving in 

inward direction. 

Next process is activation of sensors. The 

temperature sensor and the pulse rate sensor will get 

activated and start their functioning.   The person whom 

the robot has hugged, the temperature and pulse rate 

will be measured of that particular person. The sensors 

used in this process are LM35 temperature sensor and 

Heart beat sensor. The data collected by both sensors 

will be sent to database by using Wi-Fi module and 

hence the records will be stored in database. The next 

process is capturing the image. The image of the 

particular person will be captured and sent to 

database.And once the whole module has completed its 

working, then the LED goes off and the buzzer gets 

activated. This shows that particular person is not 

detected by ultrasonic sensor now. And once the buzzer 

starts functioning the hands of robot will start moving in 

outward direction. 

3.3. Image Processing Module 

 
 

Fig.9 : Image Processing 

 

In image processing, the first step is to capture the 

image from webcam when the face is detected. By using 

the algorithm the co-ordinates of face are detected. 

Based on the facial co-ordinates detected the behaviour 

of human is analyzed.  Then according to the analysis 

done, the four parameters can be detected. Various 

facial data of a human gives idea of various emotions. 

Similarly these images are analyzed. There are four 

parameters Sad, Happy, Yawning and Calm. The co-

ordinates will be measured and then out of these four 

parameters which parameter is matching and then what 

is the behaviour of that particular human will be 

displayed. 

3.4. Architecture of Android Application 

 
Fig.10 : Architecture of Android Application 

 

The android application starts with the splash screen. 

Next it goes to registration page where the new user has 

to register and after that the user will be able to see his 

details and the further process will be displayed. The 

registered details are stored in the database and it will 

redirect to login page.  

Then the user has to login first. After login it will 

redirect to next page where the user will get three 

options , to see the temperature, or to see the pulse rate 

or to go towards the result of behaviour analysis. Hence 

, these parameters measured and saved in the database 
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will be fetched in the android application and hence 

according to the wish of the user, that particular 

parameter will be displayed. 

 

4. BEHAVIOUR ANALYSIS 

 

 
 

We are using OpenCV for capturing image. After image 

capturing it will be stored in the database. For analyzing 

human behaviour we have to retrieve images from 

database and on the basis of that we are going to 

analyze human behaviour. As mentioned in fig.9 we 

have to detect the co-ordinates of the human face and 

behaviour is analyzed.  

               There are four types of behaviour which we 

are going to analysed those are Sad, Happy, Calm, 

Yawning etc. When whole process is completed then 

the data i.e. body temperature, heart beat rate and 

behaviour of human with the help of Wi-Fi module we 

are going to store in cloud database. After that this 

whole data is again displayed on android application. 

User have to login in the module then he will be able to 

see all parameters in the same module. 
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