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Abstract:The term gender identification deals with finding out the gender of a person from his or her voice. Gender identification 

has been implemented in several Automatic Speaker Recognition (ASR) systems and has proved to be of great significance. The 

use of gender identification in today’s technology makes it easier for user authentication and identification in high security 

systems. In this paper, we have discussed about the gender identification process for speech signals using three different features 

namely Pitch using autocorrelation, Signal energy and Mel Frequency Cepstral Coefficients (MFCCs). A linear Support Vector 

Machine (SVM) classifier was used for classification of features extracted from the speech signal using signal processing 

methods. Two sets of experiments were performed - in the first experiment, one speech file was tested against one training file as 

a one-on-one experiment. In the second experiment, one speech file was tested against three training files. The average accuracy 

of the second experiment was slightly higher than the first experiment. Performance evaluation results are encouraging. The 

approach can be used in wide range of applications.  
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1. INTRODUCTION: 

 

Gender identification through a speakers voice deals with 

finding out whether the speech is spoken by a male or a 

female. There are several advantages to automatic detection or 

prediction of the speakers’ gender [1]. In the context of 

Automatic Speaker Recognition (ASR), gender identification 

and detection is very crucial since gender-dependent systems 

prove to be more accurate than gender-independent systems. 

The common applications of these gender-dependent systems 

are speaker recognition and identification, multimedia 

annotation, and speaker indexing, annotation in multimedia, 

speaker recognition [2]. Speaker diarization and speech 

synthesis are greatly enhanced with the application of gender 

identification. Other common use of gender-dependent 

systems include gender-wise sorting of telephone calls for 

surveys related to gender-sensitization, and detecting 

telephone call speeches from unsatisfied or angry callers [3], 

[4]. This paper discusses an approach for gender identification 

through speech with the help of three different features and a 

classifier, namely, Pitch using Autocorrelation, Signal Energy 

and Mel Frequency Cepstral Coefficients (MFCC), and 

Support Vector Machine (SVM) classifier. Comparison of 

classification accuracy results was done for each feature. 

Among the three features, MFCC was found to exhibit the 

highest accuracy automatically operated fire and to control the 

spread of fire. 

In this paper, sample speeches were modeled as an 

autoregressive (AR) process and represented in the state-space 

domain by the Spectral Subtraction. The original speech signal 

and the reconstructed speech signal obtained from the output 

of the filter were compared. The idea of this comparison is to 

pursue an output speech signal, which is similar to the original 

one. It was concluded that Spectral Subtraction is a good 

constructing method for speech. 

 

2. LITERATURE SURVEY: 

 

A supervised dictionary learning (SDL) approach based on the 

Hilbert-Schmidt independence criterion (HSIC) has been 

proposed that learns the dictionary and the corresponding 

sparse coefficients in a space where the dependency between 

the data and the corresponding labels is maximized [1] 

Mel Frequency Ceptral Coefficient is a very common and 

efficient technique for signal processing. This paper presents a 

new purpose of working with MFCC by using it for Hand 

gesture recognition. The objective of using MFCC for hand 

gesture recognition is to explore the utility of the MFCC for 

image processing. Till now it has been used in speech 

recognition, for speaker identification. The present system is 

based on converting the hand gesture into one dimensional (1-

D) signal and then extracting first 13 MFCCs from the 

converted 1-D signal. Classification is performed by using 

Support Vector Machine [2] 

Emotion recognition helps to recognize the internal 

expressions of the individuals from the speech database. In 

this paper, Dynamic time warping (DTW) technique is utilized 

to recognize speaker independent Emotion recognition based 

on 39 MFCC features. A large audio of around 960 samples of 

isolated words of five different emotions are collected and 

recorded at 20 to 300 KHz sampling frequency. Training and 

test templates are generated using 39 MFCC features. In the 

proposed work, we have extracted the MFCC coefficients 

from the speech database and DTW is used to store a 
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prototypical version of each word in the vocabulary and 

compute incoming emotion with each word [3] 

 

3. PROPOSED METHOD: 

 

A. Features  

The features MFCC, Pitch using Autocorrelation, and Signal 

energy are discussed in details as follows: 1) MFCC: MFCC 

is a representation of the real cepstral of a windowed short-

time signal derived from the Fast Fourier Transform (FFT) of 

that signal. It represents the short time spectral features of a 

signal. MFCC is a cepstral method which converts speech 

into parameters according to the Mel Scale. Usually, about 20 

coefficients are used in Automatic Speech Recognition 

(ASR), but 10-12 coefficients are sufficient enough for 

coding speech. The steps involved in MFCC are shown in 

Fig. 2. In MFCC, the speech signal is divided into several 

random samples of time, usually 20 msec or 30 msec. The 

samples may or may not be overlapped, although overlapping 

is more commonly used since it smoothened the transmission 

from one frame to the next. A Hamming window is then used 

to remove discontinuities and smooth out the edges of the 

samples. A Hamming window with length n is computed as  

 

 
           

 

where n is the current sample, N is the total number of 

samples, and W (n) is the coefficient. After framing and 

windowing FFT is calculated so as to extract features frame 

wise. This is followed by computation of magnitude spectrum 

and triangular filterbank which results in filterbank energies. 

Discrete Cosine Transformation (DCT) from the filterbank 

energies is then calculated. The coefficients ranged according 

to significance. The 0th coefficient is often disregarded. Only 

the first 13 coefficients were taken for this study since they are 

the most relevant and can likely give the characteristics of the 

speech signals.  

          2) Signal Energy: Signal Energy of a continuous-time 

signal x(t) is computed as 

 

 

 
3) Pitch using Autocorrelation: The correlation between 

two waveforms is a measure of their similarities. At 

different time intervals, the waveforms are compared to 

find their sameness at each interval. Hence the 

autocorrelation function is a correlation of a waveform 

with itself. The autocorrelation function  is calculated by 

 

 

 
 

 

B. Classifiers 

 

 The classification for speech signals was accomplished using 

Support Vector Machines (SVM). The objective in SVM is to 

adjudicate the decision boundary or the hyperplane in a 

multidimensional space that separates different class labels 

based on statistical learning theory. Using this hyperplane, the 

SVM executes a binary classification, which are decisions 

having a true or false value [4]. The separation of two classes 

using SVM is shown in Fig. 3. The data points which are 

closest to the hyperplane or decision surface are called the 

support vectors. These support vectors are the most difficult to 

classify as compared to other data points, as they lie so close 

to the hyperplane. The line perpendicular to the hyperplane is 

called Margin. Margin is also the distance between the support 

vectors of Class-1 and 

Class-2 

The separating function in SVM can be connected with the 

support vectors, which is expressed in the form of linearly 

combined kernels. 
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4. RESULTS 
 

Two experiments were performed. In the first experiment i.e., 

Exp.1, for both male and female gender, one speech file has 

been taken as training file and tested against another speech 

file as a one-on-one testing. Whereas in the Exp.2, three 

speech files were trained and tested against one speaker file, 

and checked for classification accuracy. In each experiment, 

the training file and testing file are different and non-

repetitive. A total of 6 utterances each from 10 male and 10 

female speakers were used for experimentation. The contours 

for fundamental frequency of a male (speaker 11) and a 

female speaker (speaker 1) are shown in FIG. It can clearly be 

seen from the figures that, the F0 contour of male speaker is 

lower than that of a female speaker. The Pitch frequency in 

both male and female speakers lies within the desired range, 

which are 100 Hz to 180 Hz for male speakers and 165 Hz to 

300 Hz for female speakers. The Pitch frequencies for 5 male 

speakers and 5 female speakers 

 

 
 

Figure 1: Graphical User Interface 

 
Figure 2: Hamming window output of the per processing 

block. 

 

 

 
Figure 3: MFCC (Mel Frequency Cepstral Coefficient) 

feature extraction of the data signal 
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5. CONCLUSION: 

 

This paper discussed about the existing features and 

classifiers used in the identification of gender. We have 

used TIMIT database for all the training and testing files. 

A total of 50 speech files were used which consisted of 6 

utterances from 25 male speakers and 25 female speakers. 

Two experiments were performed, namely Exp.1 and 

Exp.2. The former takes one training file and test it 

against one testing file, whereas the latter tests takes three 

training files and test it against one testing file. It was 

found that MFCC gave the best overall classification 

accuracy for both Exp. 1 and Exp. 2, when compared to 

Signal energy and Pitch. The accuracy of the latter two is 

below 60% in both Exp. 1 and Exp. 2. The overall best 

accuracy achieved was 69.23% by MFCC, whereas the 

other two features were below 60% in both the 

experiments. It is seen that Pitch frequency accuracy was 

lower due to noise in between the signals rather than at 

the start and end of the signal since pre-processing was 

done to remove the noise at the beginning and end of the 

signals. This can be further processed using better 

algorithms to detect voiced and unvoiced region. The 

performance of signal energy was also satisfactory. It was 

seen that the Signal energy of female speech is higher 

than that of a male speech, which was likely due to the 

higher frequency in a female speech as compared to a 

male speech. More features and data can be used and 

experimented to get better accuracy. This paper can 

further be extended by adding the gender features in 

emotion detection. Even under normal situations, the 

emotions of a male and female usually differs to a certain 

level. Therefore, gender identification will assist in 

finding the difference in male and female emotions 

depending on different situations. One other way it can be 

further improved by using and combining more expert 

systems in order to get better accuracy rate. For the future 

extension of this paper, classifiers like Hidden Markov 

Model and Gaussian Mixture Model along with SVM 

classifier can be used to improve the classification 

accuracy. 
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