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Abstract- Numerous amazing physical phenomena are much of time demonstrated by non-linear Delay 
Differential Equations (DDE) in the field of Science and Technology. The Mackey–Glass equation illustrates 
non-linear phenomena in physiological control systems in which the dynamics of the density of blood cells is 
considered. The Mackey- Glass equation is the representative example of delay induced chaotic behavior. The 
dynamics of Mackey- Glass equation examined utilizing Natural Continuous Extension (NCE) of Implicit 
Runge-Kutta method of fourth order with Cubic Spline interpolation used to approximate the delay term. The 
commitment in this paper focuses with the derivation of coefficients for continuous Implicit Runge-Kutta method 
for fourth order. This method considers the minimum number of stages than Runge-Kutta Fourth order method.  
Numerical solution of Mackey -Glass equation simulated for a different delay yielding the periodic and chaotic 
dynamics. 
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1. INTRODUCTION 

 

The Mackey and Glass introduced a first non 

linear delay differential equation in 1977 to model 

physiological system as.  

 

 

m

m m

dy k y(t )
y(t)

dx y t

  
  
   

                                (1) 

where parameter α , k > γ > 0, m   R
+
, y(t) signifies  

the current density of white blood cells, γ represents 

decay rate.   is the time delay between the production 

of immature cells in the bone marrow and their 

maturation for blood stream and the history function 

y(t)= 0.5 for t<0.  

The exact solution of physiological model 

becomes a difficult task if the equation is highly 

nonlinear. Such equations are difficult to solve 

analytically. Researchers utilize the numerical 

strategies to find out approximate solution to non 

linear delay differential equation. Motivation behind 

the Mackey-Glass equation is from a physiological 

point of view; however the equation has been applied 

to other disciplines in science and engineering. In this 

way, the mathematical properties and implementation 

of the equation are investigated for varying 

parameters. Mackey-Glass equation affords a 

objectives for the application of new techniques for 

non-linear delay differential equations while it can 

generate varied dynamics, from convergence to 

oscillations with different characteristics and even 

chaotic behaviour. Despite intensive research over the 

decades with the analytical, numerical and even 

experimental studies of chaotic behaviour emergence 

is not satisfied yet. 

 

2. RELATED WORK 

 

 Researchers have shown growing interest towards 

chaos control, and numerous techniques have been 

proposed.  The Mackey-Glass equation was basically 

created to model blood production and destruction in 

the study of oscillation and chaos in physiological 

control systems [12]. It is used to determine the rate of 

blood production in a person. The equation computes 

Periodic and chaotic dynamics J.C.Sprott [13] 

described the simplest chaotic delay differential 

equation with a sinusoidal non-linearity, including the 

route to chaos, Iyapunov exponent spectrum, and 

chaotic diffusion which is prototypical of numerous 

other high-dimensional chaotic system.  Mackey and 

Foley[10] expressed that the equation display a range 

of periodic and chaotic dynamics on the value of 

parameter and its mathematical properties are explored 

in the biological perspective.  

O.S. Adesina, et.al, [1] has modeled Delay-

Differential equation using Taylor’s method with 

piecewise polynomial representation and also 

awareness to every human since blood flow is varying 

from one individual to another. It makes the sharpness 

to everybody the need to additionally identify ways to 

escape low blood destruction and creation rate. Bellan 

and Zennaro[4] stated that continuous extension of 

Runge-Kutta  method are presented, which are useful 

for more general problems such as dense output and 

discontinuous equations. Bellan and Zennaro[5]  

discussed the modified version of collocation method.  
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Gopalsamy et al. [11] investigated the global 

attractivity for the model Eq. (1), though Ambrosio 

and Jackiewicz [2] constructed continuous extensions 

to Runge–Kutta (RK) methods for ordinary differential 

equations. Baker and Paul [3] discussed about the 

practical determination of stability regions when 

various fixed step-size RK methods, joined with 

continuous extensions, are applied to the linear delay 

differential equation with fixed delay. The solution for 

Eq. (1), is approximated by applying reliable, efficient, 

and more convenient techniques. The paper is 

structured as follows: Related Work is described in 

Section 2. Section 3 discusses the ordinary differential 

equations (ODE) continuous RK method. Section 4 

derives NCE for Implicit RK coefficients for DDE. In 

Section 5, the Cubic Interpolation method used to find 

a delay term is given.  Section 6 represents the 

solution of Mackey-Glass equation which is followed 

by the conclusion. 

 

3. CONTINUOUS RK METHOD FOR 

ODE 

Given a mesh  fNn, t,....t,....tttΔ  10
 a   v-stage R-K 

method for the numerical solution of the ODE  

    

 

0 f

0 0

y t g t, y t , t t t

y t y

    




                                    (2)  

has the form                                         

 
v

i j j

n 1 n n 1 ij n 1 n 1

j 1

Y y h a g t ,Y , i 1,....v   



                                                 

                          (3) 

  

 ,Ytgbhyy i
1n

i
1,n

nu

1i

i1nn1n 



                                    (4) 

                                                                                                          

Where 
 
 

v

i ij

j 1

c a ,


   i= 1,.... v , 
n 1 n 1 nh t t      and v 

is referred as the number of stages. The bi
’
s are called 

weights of the quadrature formula and ci
’
s [0,1]  are 

called abscissa. The one - step interpolants of the RK 

method  given in Eq. (3), and Eq.(4) are formed step 

by step by making use of information from the 

underlying mesh interval [tn,tn+1] only, possibly by 

including some additional stages, that is, by some 

extra evaluations of the right-hand-side function g(t,y) 

in Eq. (2).  Interpolants derived using no extra stages 

are called interpolants of the first class. The value 

obtained from continuous extension  t  is defined in 

each sub interval of the mesh ,   by a one-step 

continuous quadrature rule of the form 

     
v

i i

n n 1 n n 1 i n 1 n 1

i 1

η t θh y h b θ g t ,y 0 θ 1   



          (5)                                  

 (or)  in the K- Notation 

   
v

i

n n 1 n n 1 i n 1

i 1

η t θh y h b θ K 0 θ 1  



                    (6)                                                   

where the   sθbi


 are polynomials of suitable degree  

   satisfying  

bi (0) = 0 and bi(1) =  bi,  i = 1,......v                        (7)                                   

So as to satisfy the continuity conditions  n nt y  and 

 n 1 n 1t y  
         

                                                     (8) 

                                

4. CONTINUOUS EXTENSION OF RK 

METHODS FOR DDE  

 
The first order delay differential equation has the form 

        
   

0 f

0

y t f t, y t , y t t, y t , t t t

y t t , t t

      


  

 (9)                                                          

The standard method for solving the DDE, consists in 

solving step by step the local problems 

        
 

n 1 n 1 n 1 n n 1

n 1 n n

t f t, t , x t t, t , t t t

t y

   



        

 

              (10)                                     

where  

 

 

 

0

0 n

n 1 n n 1

s for s t

x(s) s for t s t

s for t s t 

 


   

  

              (11)                                

and  s  is the continuous approximate solution 

computed  up to tn.  

The overall method for DDE is presented as  

        

   

v
i

n 1 n n 1 ij

i 1

j j j j j

n 1, n 1 n 1 n 1 n 1

Y y h a

           f t Y ,η t τ t ,Y , i 1,...s

 



    

 

 


 (12)                               

 

 

   

   

v

n n 1 n n 1 i

i 1

j j i i i

n 1, n 1 n 1 n 1 n 1

η t θh y h b θ

                      f t Y ,η t τ t ,Y , 0 θ 1

 



    

  

  


 (13)                          

The Eq. (12) and Eq. (13) are called the RK method 

for DDE. The coefficients (A, b) are the underlying 

discrete RK method, whereas   (A, b (θ)) are the 

interpolants. The pair formed by the underlying 

discrete RK method and interpolants is called the 

underlying continuous RK method.  

In the mesh interval [tn, tn+1], the Eq. (12) and Eq. (13) 

takes the form 

   

 

v

n n 1 n n 1 i

i 1

i i i

n 1, n 1 n 1

η t θh y h b θ  

                          f t Y ,:Y , 0 θ 1

 



  

  

 


                     (14)                         

 
v

i j j j
n 1 n n 1 ij n 1, n 1 n 1

i 1

Y y h a f t Y ,Y ,

                                       i 1,.......v

    



 



              (15)                                        

where the spurious stages  i

ny 1
are given by    

   
v

i i j j j

n 1 n n 1 j n 1 n 1, n 1 n 1

i 1

Y y h b θ f t Y ,Y ,     



  
                       (16)                                                         
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If   n
i

n
i
n

i
n t,,Ytτ   111t    and by  

  i

1n

i

1n

i

1n

i

1n Y,tτtηY              
                           (17) 

Otherwise, the system Eq. (14), Eq. (15) and Eq. (17) 

has to be solved only for the stage values, j

ny 1
, j = 

1…v, the system enlarged by Eq. (16) for some it has 

to be solved also for the relevant spurious stage value
i

n 1y 
. 

 

  

5. NCE FOR IMPLICIT RK METHOD 

 
Zennaro [14] developed the NCE of first class 

interpolants of RK method. The interpolant  t in (4) 

of order p is a NCE of the RK method (3) of degree q 

if the polynomials,  ib 
 

i=1, 2.....v are such that  

 t  satisfies the additional asymptotic orthogonality 

condition as 

        1
1




p

t

t

hOdttηtytG
n

n

                            (18)                       

For every sufficient smooth matrix valued function G 

and with the statements    0 0 0 1t y , t h y      

hold. 

The RK method is accurate of order p ( 1) satisfies

   1
0

 phOyhty
.  

The approximate solution find iteratively on a mesh 

∆={t0,t1,t2…tn….tN=tf} of the interval (t0,tf), such that

     
0 0 h

q

t t t

y t t O hmax
 

  
                            (19)                         

Table 1. Order condition for Continuous RK 

method. 

 

Order Conditions 

1. 
  θθb

v

1i

i 


 

2. 
  2

i

v

1i

i θ
2

1
cθb 



 

3. 
  22

i

v

1i

i θ
3

1
cθb 



 

  3

jij

v

1i

i θ
6

1
caθb 



 
4. 

 
v

3 4

i i

i 1

1
b θ c θ

4

  

 
v

4

i i ij j

i,j 1

1
b c a c θ

8

 

  22

jij

v

1ji,

i θ
12

1
caθb 



 

  4

kij

v

1kj,i,

i θ
24

1
caθb 



 

 

It is to be noticed that the collocation polynomial for 

any one-step collocation method is as NCE   of degree 

q = v.  The theorems 4.1 to 4.3 are given by Zennaro 

[14]. 

 

Theorem: 5.1  

Every RK process Eq.(4) and Eq.(6) of order p has a 

NCE  t of minimal degree  








 


2

1p
q . 

 

Theorem: 5.2 

If the interpolant Eq. (5) of order (and degree) q is an 

NCE of the RK method Eq.(4) and Eq. (5) of order p, 

then 







 


2

1p
q .   

 

Theorem: 5.3 

Every Runge-Kutta method of Eq. (2) of order p1 has 

a continuous extension  tη  of order q=1 ...







 

2

1p

.  

The polynomial  ib    satisfies the condition   

 ib 0 0 and  

  r
icbdθθbθ ii

1

0

r    

 

r = 0,.......q .                            (20) 

The NCE of RK method is not unique and Eq.(20) 

provides a rule for obtaining one of them. The Table.1 

and Table.2 are given by Butcher [6],[7]. The order 

condition stated in Table.1 is used to obtain the NCE 

of RK method. Table.2 represents the coefficient 

tableau for NCE four stage IRK of order p=4, c1= 0,  

c2 ≠ c3, c4 = 1 and distinct,
 

  0c6ccc43 3232    

Table 2. RK Coefficient Tableau. 

 0 

 

    

c2 c2

 

   

c3  
 22

2

2323

212

43

cc

cccc





 

 

 
1 3 2

2 2

c c c

2c 1 2c





 

  

1 a41
 

   a42
 

a43
 

 

 b1     b2 b3 b4 

 

where 

     
  323232

2

2

22

2

232

2

2

2

3

41
c6ccc43c2c

26c4c515c12cc412c12cc




a  

  
    3232232

223

2

3
42

c6ccc43cc2c

c12c5c4c
a




  

   
    3232233

232
43

c6ccc43ccc

c1c12c1
a




  

 

32

3232
1

c12c

c6ccc21
b


  

  2232

3

2
c1cc12c

12c
b




  



International Journal of Research in Advent Technology, Vol.7, No.5, May 2019 

E-ISSN: 2321-9637 

Available online at www.ijrat.org 
 

405 

 

  
2

2 3 2 3

b
3

1 2c

12c c c 1 c




 

 

 

  
2 3 2 3

2 3

b
4

3 4 c c 6c c

12 1 c 1 c

  


 
 

From theorem 4.1 it follows that NCE of minimal 

degree  







 


2

1p
q  = 2 for p=4, 

The second degree polynomial stated as  

  θηθξθb i

2

ii    where ,ξbη iii   i = 1,2,3,4          (21) 

satisfies the order condition from Table 1 up to order 

2, Then the equations used are given as, 

  θθb
v

1i

i 


 and                                                (22)                                  

  2

i

v

1i

i θ
2

1
cθb 



                (23)                                                              

Putting i = 1,2,3,4 in equation (20) we get  

   2
1 1 1 1 θb θ ξ θ b ξ                 

               (24)                                                                                                 

   θξbθξθb 22

2

22                                           (25)                                

   θξbθξθb 33

2

33                 (26)                                                                                                

   2

4 4 4 4b θ ξ θ b ξ θ                  (27)                                                                                                 

From Eq. (22) and Eq. (23), we arrive at   

       1 2 3 4b θ b θ b θ b θ      

       
1 2

b θ c b θ c b θ c b θ c θ
1 1 2 2 3 3 4 4 2

     

To find  θb4
: 

     2

4 4 2 3 32

1
b c b c b c

2
                              (28)                                                                                              

Substituting Eq. (25) and Eq. (26) in Eq. (28) we get, 

  

2 2 2

2 2 2 2 2 2 3 3 3 3 3 3

1
θ ξ c θ b c θ ξ c θ ξ c θ b c θ ξ c θ

2
        

ξ cξ c b c ξ c1 2 2 23 32 2 2 2 2 2θ θ θ θ θ
2c c c c c

4 4 4 4 4

b c ξ c
3 3 3 3θ θ
c c
4 4

    

 

 

23 32 2 2 2 2 2

4 4 4 4 4

3 3 3 3

4 4

ξ cξ c b c ξ c1
θ θ θ

2c c c c c

b c ξ c
   - θ θ

c c

 
     
 



 

Substitute  2

4c


   3

4c


   in the above equation

  
24 3 3 34 2 2 2 4 2

4 4 4 4 4 4

4 3

4

c μc b cc λc b c c λc1
θ θ θ- θ+

2c c c c c c

c μc
   θ

c

 
     
 

 

2 3 32 2
2 3 2 3

4 4 4

b cb c1
λc μc θ θ λc θ θ+μc θ

2c c c

 
      
   

 2

2 3 2 2 3 3 2 3

4 4

1 θ
λc μc θ b c b c λc θ c θ

2c c

 
       
   

 2

2 3 2 2 3 3 2 3

4 4

1 θ
λc μc θ b c b c λc θ μc θ

2c c

 
       
   

2

2 3 4 4 2 3

4 4

1 θ 1
λc μc θ b c λc θ μc θ

2c c 2

   
         

    

2 4 4
2 3 2 3

4 4 4

b c θ1 θ
λc μc θ λc θ μc θ

2c 2c c

 
       
   

2

2 3 4 2 3

4 4

1 θ
λc μc θ b θ λc θ μc θ

2c 2c

 
       
   

Hence, 

  2

4 2 3 4 2 3

4 4

1 1
b λc μc θ b θ θ λc μc

2c 2c

   
          

   
      (29)

 

To find  θb3
:  

      4422

2

33 cθbcθbθ
2

1
cθb          (30) 

Substituting Eq. (25) and Eq. (29) in Eq. (30) we get,  

     θb
c

c
θb

c

c
θ

2c

1
θb 4

3

4
2

3

22

3

3   

 

2

2 3

2 22 4 4
2 2 2

3 3 3
4 2 3

4

1
λc μc θ

c c1 2c
θ ξ θ b ξ θ

12c c c
b θ θ λc μc

2c

  
   

           
     

  

 

2

2 3

42 22 4
4 2 4

3 3 3

4 2 3

4

1
c c

2cc c1
c b c

2c c c 1
b c c

2c

  
     

  
           

 
      
   



2 2 2 2

2 2 4 2 2 2 4 4 2 4

3 3 3 3 3 4 3

2

3 4 3 44 4 4 2 4

3 3 3 4 3 3

c c λθ c b θ c c λθ c θ c c λθ1
θ

2c c c c 2c c c

c c μθ c c μθb c c θ c c λθ

c c 2c c c c





    

    

 

 

22 2 4 4

4 4

3 3 3

c b θ b c θ θ
c μθ c μθ

c c 2c
       

  2

2 2 4 4 4 4

3 3

θ θ
c b b c c μθ c μ

c 2c
        

2

4 4 3 3

3 3

θ θ 1
c μθ c μθ b c

2c c 2

 
     

 
 

2 3 3
4 4

3 3 3

b c θθ θ
c μθ c μθ

2c 2c c
      
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 Hence, 

  2

3 4 4 3b c c b                                      (31)                                                

To find  2b : 

     2

2 2 3 3 4 4

1
b c b c b c

2
      

                (32)

 

Substituting Eq. (31) and Eq. (29) in Eq. (30) we get  

2

2 3

2 2 4
3 4 4 3 4

4 2 3

4

1
λc μc θ

1 2c
θ c c μθ c μθ b θ c

12
b θ θ λc μc

2c

  
   

           
     

  

2 23

4 4 3

2 2

24

2 3 4 2 3

2 4 4

c1
θ c μθ c μθ b θ

2c c

c 1 1
λc μc θ b θ θ λc μc

c 2c 2c

      

    
         

     

 

2 2 2
2 3 4 4 3 3 3 4 2 4

2 2 2 2 4 2 2
2

3 4 3 44 4 4 2 4

2 2 4 2 2 2

c c μθ c μθc b θc c θ λc c θ1
θ

2c c c c 2c c c

μc c θ μc θcb θc θc λc θc

c c 2c c c c

     

    

 

23 3 4 4

4 4

2 2 2

b θc b θc θ
λc θ λθc

c c 2c
       

  2

3 3 4 4 4 4

2 2

θ θ
b c b c λc θ λθc

c 2c
       

2

2 2 4 4

2 2

θ 1 θ
b c λc θ λθc

c 2 2c

 
      

 
 

22 2

4 4

2 2 2

b c θθ θ
λc θ λθc

2c c 2c
       

Therefore, 

  2

2 2 4 4b b c c                                  (33) 

To find  1b : 

       1 2 3 4b b b b                     (34) 

Substituting      2 3 4b ,b & b    in Eq. (34) we 

get 
2

2 4 4

2

2 3

2 4
4 4 3

4 2 3

4

θ b θ λc θ λθc

1
λc μc θ

2c
c μθ c μθ b θ

1
b θ θ λc μc

2c

      
  

   
         
     

  

 

2 2

4 2 4 4 4
2

2 2

3 2 3 4 2 3

4 4

θ λc θ b θ λc θ c μθ μc θ

θ θ
  b θ λc θ μc θ b θ λc θ μc θ

2c 2c

     

       
 

  2

2 3 4 4 4 2 3

4

4 4 2 3

4

1
θ 1 b b b θ λc c μ λc μc

2c

1
θ λc μc λc μc

2c

 
          

 
 

     
 

 

     

   

2

1 1 4 2 4 3

4

4 2 4 3

4

1
b θ b θ θ λ c c μ c c

2c

1
θ λ c c μ c c

2c

 
      

 
 

     
 

 

For the finding the NCEs of order q=2, put r = 1 in  

  ii

1

0

i cbdθθbθ   

 i i iξ 3b 2c 1   

We know that    2  
ii ib b   

 

    2

i i i i i3b 2c 1 θ b 3b 2c 1 θ      

   2

i i i i i i3b 2c 1 θ b 6b c 3b θ      

     θc6b4bθ12c3bθb iii

2

iii   

and therefore, 

     2

i i i i ib θ =3b 2c -1 θ +2b 2-3c θ
    

          (35) 

 

where 
 

3

4

2 b
c

12c3
λ




  ,

 
3

4

3 b
c

12c3
μ




 

Table 3 gives the coefficient of Implicit RK fourth 

order method [8]. 

Table 3. Implicit RK fourth order method 

coefficients. 

 
0 0    

1/3 1/3    

2/3 -1/3 1   

1 1 -1 1  

 1/6 3/8 3/8 1/8 

From Table 3, Eq. (31) becomes 

  θ
2

1
θ

8

3
θb 2

1 


  

  θ
4

3
θ

8

3
θb 2

2 




 

  2
3 θ

8

3
θb   

  θ
4

1
θ

8

3
θb 2

4 



 

 

6. Cubic Spline Interpolation Method 

Definition  : Suppose that   n

kkk yx
0

,


 are n+1 

points, where .10 bxxxa n   The 

function S (x) is called a cubic spline [9] if there exists 

n cubic polynomials Sk (x) with coefficients Sk,0, Sk,1, 

Sk,2  and Sk,3 that satisfy the properties: 

 
2 3( ) ( ) ( ) ( )

,0 , ,2
)

,3
(

1
S x S S x x S x x S x x

k k k k
x S

k
          

for x [xk,xk+1] and   k=0,1,...,n-1. 
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 ( )S x y
k k


 
for k=0,1,...,n-1. The spline  

passes through each data point. 

 1 1 1 1( ) ( )k k k kS x S x    for k = 0,1, .... , n-2. 

The spline forms a continuous function 

      over  [a,b]. 

 ' '
1 1 1( ) ( )K k k kS x S x   for k = 0,1, ... , n-2. 

The spline forms a smooth function. 

 ' '''
1 11( ) ( )K k kkS x S x   for k = 0,1, ... , n-2. 

The second derivative is continuous. 

 

 

7. Numerical Results: 

       Numerical investigation of Eq.1 on [0,200] with 

history y(t)=0.5 for t0 is done. The proposed method 

has been implemented by adapting this problem to the 

NCE of implicit RK method of fourth order. The delay 

term is unknown and has to be determined from the 

cubic spline interpolation. A numerical solution is 

arrived for this proposed work using Matlab. 

Depending on the values of the parameters, this 

equation displays a range of periodic and chaotic 

dynamics. The dynamics of the density of blood cells 

is increasingly complex as the delay grows. When 

there is no delay,  = 0, there is a stable equilibrium 

point which becomes unstable with increasing delay 

and different periodic solutions appear. The behavior 

of the solution y(t) for the case b=2,α=1,γ=1and m=20 

for different delay =0,1,2,5,6 and 8  is depicted in 

Figure.1 to Figure 4. The equation exhibits periodic 

characteristics of the delay differential equation. For 

certain values of parameters, this model gives chaotic 

solution. In practice, chaotic solutions represent 

Leukemia disease.  Mackey –Glass equation was used 

to model the rate of change of density of white blood 

cell. The numerical simulation of Eq.(1) indicate that 

if the delay is Zero  then there is a oscillation(Fig.1). 

When the delay is increased the numerical simulations 

gives rise to periodic solution. When the delay is 

further increased, it is observed that   lies between 2 

and 5 the dynamics of equation depicted in Fig.2-4. 

There is a aperiodic chaotic pattern observed for  5.  

 
 

Fig.1. The dynamics of Mackey Glass Model with 

k=2,=1, 1  ,tau=0,m=10. 

 

 
 

Fig.2. The dynamics of Mackey Glass Model with 

k=2,  =1, 1  , tau=1,m=10 

 
Fig.3. The dynamics of Mackey Glass Model with 

k=2,  =1, 1  , tau=2, m=10 

 
 
Fig.4. The dynamics of Mackey Glass Model with k=2

 =1, 1  , tau=5,m=10 

 
 

Fig.5. The dynamics of Mackey Glass Model with k=2

 =1, 1  ,  tau=6,m=10 

 
 

Fig.6. The dynamics of Mackey Glass Model with k=2

 =1, 1  ,  tau=8,m=10 

 

Conclusion 

This paper develops the theory of Natural Continuous 

Extensions (NCEs) for the discrete approximate 

solution of an ODE given by a Runge-Kutta process. 

These NCEs are defined in such a way that the 
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continuous solutions furnished by the one-step 

collocation methods are included. 

The dynamic behavior of a first order delay Mackey-

Glass equation is investigated after applying a NCE 

implicit RK method of fourth order with 2 stages 

along with cubic spline interpolation to approximate 

the delay term. Figures1-6 gives the solution for 

various parameters.  It can be concluded that the 

mathematical model with the NCE of RK approach is 

considered appropriate in accommodating the 

inadequacy of solving the numerical solution to the 

Mackey Glass equation model.  
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