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Abstract: The objective of the study presented here is to assist oncologists in predicting metastasis of cervical 

cancer by applying sampling methods and evaluating their effect on the rule based classifiers. Cervical cancer 

dataset used here is unbalanced in nature. The sampling methods used are over-sampling, under-sampling and 

combine over-sampling. Rule based classifiers such as Conjunctive Rule, Decision Tree with Naive Bayes, De-

cision tree, PART and Repeated Incremental Pruning to Produce Error Reduction are applied on the dataset us-

ing WEKA data mining tool. From the results obtained experimentally, it has been found that the performance 

of the DTNB and over-fitting sampling approach in terms of AUC, G-mean and F-measure is the best when 

compared to different sampling strategies across five rule based classification algorithms named above on three 

different metrics. By applying the above results on the dataset of new patients we can classify them into metas-

tasis or not metastasis category and thus can assist an Oncologist in short time by labelling the patient in one of 

the classes: metastasis and non-metastasis. 
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1. INTRODUCTION 

Knowledge discovery in datasets is to find different 

types of patterns and to discover relationship among 

the datasets by applying different data mining tech-

niques. One of the important techniques that can be 

applied is the rule based classification methods to 

uncover the hidden patterns and to provide rules in 

the form of IF-THEN that are easy to understand and 

use. Applying the decision tree and classification 

rules on medical datasets gives efficient results and 

thus enhances the knowledge of progression of the 

disease and treatment.  

 

Cervical cancer is one of the most commonly occur-

ring cancer in women followed by breast cancer and 

liver cancer that causes early death in year 2002 [1]. 

In case of bone metastasis from cervical cancer, the 

median age of patient os found to be 46 years with a 

range of 15 to 76 years [2]. For treatable patients, 

radiation therapy provides moderately good pallia-

tion [3]. The dataset for cervical cancer is noisy and 

unbalanced (more data belonging to one class). Data 

preprocessing therefore becomes important to handle 

such noisy dataset. Preprocessing of data is inde-

pendent of the classifier chosen. Over-sampling in-

creases the minority class by randomly duplicating 

the positive samples. SMOTE (Synthetic Minority 

Over-sampling TEchnique) technique [4] adds syn-

thetically generated samples of minority class rather 

than replacing the existing dataset values. In case of 

under sampling approach data of majority class too 

close to the decision boundary are removed with 

thep of Tomek link or TLink [5], Neighbourhood 

cleaning rule [7] and One sided selection [6]. The  

 

 

 

third approach is the hybrid approach wherein both 

oversampling and under sampling are used to select 

the final dataset using SMOTE and TLink [8]. Com-

bined approach provides better performance as com-

pared to oversampling and under sampling. 

 

This paper presents predictive analytic model that 

uses rule based classification (PART, Repeated In-

cremental Pruning to Produce Error Reduction, De-

cision Tree with Naive Bayes, Decision Tree, Con-

junctive Rule) with sampling technique (ROS, 

SMOTE, RUS, TLink, SMOTE+TLink) for the im-

balance  problem in bone metastasis of cervical can-

cer. Section 2 discusses rule based classifiers; sec-

tion 3 focusses on different sampling approaches in 

preprocessing; section 4 give details on the proposed 

algorithm; section 5 highlights experimental results 

and discussion and finally section 6 discusses con-

clusion and future work. 

 

2. RULE BASED CLASSIFICATION ALGO-

RITMS 

In Rule based classifiers rules are formulated using 

“IF-THEN” rules. In order to achieve good perfor-

mance, a number of rule based classifiers have been 

proposed. Some of the rule based classifiers are dis-

cussed below: 

 

A. Repeated Incremental Pruning to Produce Error 

Reduction (RIPPER) 

 



 

427 

 

RIPPER is a fast “IF-THEN” rules learning algo-

rithm proposed by Cohen W. [9]. It has integrated 

reduced error pruning and a separate and conquer 

rule learning algorithm called incremental reduced 

pruning in which it greedily prepares a rule set by 

adding rules until all positive examples are covered. 

The algorithm initialises the ruleset as empty and for 

each class from the less prevalent to the most fre-

quent one. It has two stages (1) Build stage, (2) Op-

timization stage. Build stage is further divided into: 

(i).Grow phase and (ii).Prune phase.  It repeats the 

Grow phase and Prune phase until: (a) the descrip-

tion length of the rule set is sixty-four bits greater 

than the smallest description length met so far, (b) 

there are no +ve examples, (c) the error rate is 

>=50%. In the Grow Phase, one rule is added at a 

time by greedily adding antecedent until the rule 

becomes 100% accurate. Every possible value for 

each attribute is tried and the value with the highest 

information gain is finally selected. Information gain 

is calculated using the following formulae: 

p(log(p/t)-log(P/T)). In the Prune Phase, it incremen-

tally prunes each rule and final sequences of the an-

tecedents. The pruning metrics used is: (p-n)/(p+n). 

In the Optimization stage, after the initial rule set is 

generated, two variants of the rule are generated and 

pruned from each rule. From this, the variant is se-

lected based on the minimal description length as the 

final representative of the rule examined. More rules 

are generated based on the residual positives from 

the existing rule set. Removal of the rules from the 

description length is done if the rule is already in the 

resultant rule set. 

B. Decision Tree with Naive Bayes (DTNB) 

Decision Tree with Naive Bayes [12] was proposed 

by M. Hall and E. Frank for building classes using 

decision tree. At each node in the tree traversal, the 

algorithm tries to evaluate whether the class can be 

divided into sub classes or not. After seeing the merit 

of the division of the attributes into disjoint sets, the 

attributes are divided into subsets: one for decision 

table and the other for the Naive Bayes. At each step 

of division of the attributes, selected attributes are 

first modelled using Naive Bayes and rest of the at-

tributes are modelled using decision table or some of 

the attributes are dropped entirely from the model. 

C. Decision Tree (DT) 

Decision tree algorithm summarises the dataset in 

the form of a decision table that contains the same 

number of attributes as the dataset. Using simple 

decision table majority classifier, the algorithm 

builds decision rules. 

D. Conjunctive Rule 

In Conjunctive Rule a single rule learner is used to 

predict nominal as well as numeric class labels. In 

this algorithm, the antecedents and consequents are 

ANDed within themselves for the purpose of classi-

fication or regression. The antecedents are selected 

by the learner on the basis of the information gain 

value and the consequents can take the class value 

from the available classes. Finally, the generated rule 

is pruned on the basis of the simple pre-pruning or 

reduced error pruning based on antecedent number. 

For classification, weighted average of accuracy rate 

is used and for regression weighted average of mean 

squared error is used on the pruned data. 

E. PART 

E. Frank and H. Ian proposed PART algorithm [10] 

(uses features from C4.5 and RIPPER) which uses 

separate and conquer strategy to generate decision 

lists for producing rules. In each iteration, this algo-

rithm builds a partial C4.5 decision tree and extends 

the best leaf obtained in the rule.  

 

3. SAMPLING METHODS 

Three methods have been discussed in this section: 

over-sampling, under-sampling and combined sam-

pling. 

 

A. Oversampling methods 

Two methods are discussed in over sampling: Ran-

dom oversampling and SMOTE. Random over sam-

pling is a heuristic method to increase the number of 

minority classes by replicating the samples random-

ly. Since the replication of samples from minority 

classes is done therefore the approach comes under 

overfitting of minority classes. On the other hand, 

SMOTE [4] is used to prepare the classifier from 

unbalanced dataset. In this case synthetic samples 

are created rather than by performing oversampling 

with minority classes.  

 

B. Undersampling methods  

I. Tomek proposed Tomek links or TLink [5]  that is 

based on removal of borderline or noisy samples in 

order to enhance the nearest neighbor rule. In case of 

random under sampling which is a non heuristic 

method decreases the number of majority class sam-

ples randomly. The drawback of this approach is that 

it can potentially remove useful data from the given 

dataset due to random selection. 

 

C. Combined method 

Tomek link and SMOTE can be combined ad used 

on the datasets. It is called combined method as it 

uses both oversampling and under sampling tech-

nique. In this algorithm, random oversampling is 

done on the dataset by applying SMOTE on the mi-

nority class. After application of SMOTE, TLink is 

used to detect noisy samples in the majority class. 
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4. PROPOSED METHODOLOGY 

This section covers details regarding the cervical 

cancer dataset and the proposed methodology fol-

lowed. 

 

A. About Cervical Cancer Dataset 

A dataset of 3864 patients was recorded. In the pre-

sented dataset 148 samples belong to metastasis 

class and 3716 samples belong to non metastasis 

class. Attributes recorded for the dataset used in the 

study are as follows: 

 

i) Class: YES for metastasis and NO for not me-

tastasis 

ii) Mensuration: after, between, before 

iii) Abortion: 0-8 

iv) Age: number 

v) Gravidity: number 

vi) Pathological groups: squamous cell carcinoma, 

adenocarcinoma, other 

vii) Tumor Size: number 

viii) Stage: 1A, 2A, 3A, 4A, 1B, 2B, 3B, 4B 

ix) prity: number 

x) Keratinizing: Keratinizing, Non-keratinizing, 

small cell, other 

xi) LrPelvic Wall: YES/NO 

xii) LtParametrium: YES/NO 

xiii) RtPelvic Wall: YES/NO 

xiv) RtParametrium: YES/NO 

xv) Heamoglobin: number 

xvi) Anemia: YES/NO 

xvii) Interval: number 

xviii) Aim of Treatment: Radical, Irradiated from 

other Institute, Palliation,Palliation up to radical 

xix) Type of Irradiation: Radiation alone, Pre opera-

tive radiation, Post operative radiation, post ir-

radiation from other institute 

 

In order to increase the performance of the classifiers 

it is important that the data be preprocessed. Table 1 

shows that the number of minority classes in ROS 

and SMOTE have equal size. In case of over-

sampling, the number of majority classes in RUS 

and TLInk are different with having more number of 

majority classes as compared to RUS. In case of 

hybrid approach, there is balance in the class distri-

bution. Over sampling rate can be defined as fol-

lows:  

 

Rate = {(NOriginal - NSampling)/ NOriginal} * 100 

 

Table 1. Original and sample dataset description 

 

DA

TA 

ORI

GIN

AL 

ROS SMO

TE 

RUS TLI

NK 

SMOT

E and 

TLIN

K 

YE

S 

148 3010 3010 148 148 3210 

NO 3716 3716 3716 865 3540 3445 

 3864 6726 6726 1013 3688 6655 

 

 

Calculation of Oversampling rate is given in Table 2. 

 

Table 2. Rate of Oversampling (given in %) 

Dataset RUS SMOT

E 

SMOT

E+TLin

k 

Cervical Cancer 74.6 74.6 68.5 

 

 

B. Proposed Methodology 

Calculation of Oversampling rate is given in Table 2. 

Steps of the proposed Methodology for the bone 

metastasis of cervical cancer is given below: 

 

I. Collection of Patient’s data from the radiation 

unit 

II. Pre-processing collected data using Sampling 

techniques to make it suitable for the data min-

ing process 

III. Applying Rule based Classifier (Conjunctive 

Rule, DT, DTNB, PART, RIPPER) 

IV. Generating Rule sets 

V. Predicting Metastasis or Non-metastasis 

VI. Applying rules on the new patient data to pre-

dict the class (metastasis/non-metastasis)  

 

C. Preparation of Evaluation matrix:  

For measuring the performance of the classifier and 

to guide the learning algorithm performance meas-

urement metrics are very important. For this it is 

important to record the following: 

PT - True Positive cases 

NT - True Negative cases 

PF - False Positive cases 

NF - False Negative cases 

 

The confusion matrix for the 2-class problem is giv-

en in Table 3. Data imbalance leads to reduced accu-

racy of classification. 

 

Table 3. Confusion matrix for a 2-class problem 

 

 Predictive 

Positive Negative 
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Actual 

Positive True Posi-

tive 

(PT) 

False 

Negative 

(NF) 

Negative False 

Positive 

(PF) 

True Ne-

gative 

(NT) 

 

 

Sensitivity is given by :  

S = PT/(PT+NF) 

 

Specificity is given by:   

Sp = NT/(NT+PF) 

 

G-Mean is given by:  

G-Mean = (S X Sp)1/2 

 

Precision is given by:  

P = PT/(PT+PF) 

 

Recall is given by:  

R = PT/(PT+NF) 

 

F-measure is given by:  

F-Measure = 2X (P X R) / (P + R) 

 

5. EXPERIMENTAL RESULTS AND DIS-

CUSSION 

 

Results of the computation of the five classifiers on 

the dataset of Bone metastasis of cervical cancer are 

compiled in the Table 4. From the results given in 

Table 4, it can be concluded that the over-sampling 

and hybrid methods give better results as compared 

to under-sampling.i.e. best results are shown by ROS 

and SMOTE approach. In majority classes, most 

samples are misclassified as minority classes thus 

RUS and Tomek links give poor results. It can be 

concluded that in order to deal with data imbalance, 

pre-processing is the most important step. The 

DNTB algorithm is the most accurate classifier in 

the original dataset as well as with the sampled da-

taset when compared with other classifiers. Size of 

the training set is increased due to oversampling. 

Due to this, more time is required in classification 

and at the same time sample duplication leads to 

over fitting. 

 

6. CONCLUSION ANF FUTURE WORK 

A predictive modelling approach has been discussed 

in this paper based on five rule based classifiers. The 

experimental evaluations are discussed based on the 

performance of the different algorithms on the bone 

metastasis of cervical cancer dataset by applying 

different sampling approaches. it has been shown 

that the DTNB outperforms all other classification 

algorithms in terms of AUC, G-mean, F-measure 

and accuracy.  

 

 

 

Table 4. Results of different sampling methods using five rule based classifiers on cervical dataset  

 

Method 
Metrics 

used 

Rule based Classifier 

Decision 

Tree 

Decision Tree with 

Naive Bayes 
RIPPER 

Conjunctive 

Rule 
PART 

Original 

G-Mean 0 0 0 0 0 

AUC 51 51 51 51 51 

F-Measure 0 0.14 0 0 0 

Average 17 17.05 17 17 17 

SMOTE

+TLink 

G-Mean 92.4 97.4 89.9 49.3 88.8 

AUC 91.6 97.3 90.7 62.7 89.7 

F-Measure 91.2 97.2 90.5 68.1 89.2 

Average 91.73 97.3 90.4 60.03 89.23 

SMOTE 

G-Mean 92.6 97.9 91.4 53.8 90.2 

AUC 92.7 97.8 92.6 58.4 90.6 

F-Measure 92.5 97.7 91.2 62.1 89.4 



 

 

Average 92.6 97.8 91.73 58.1 90.07 

RUS 

G-Mean 8.8 24.82 0 0 21.2 

AUC 50.4 49.9 50.2 50.2 51.3 

F-Measure 1.6 9.6 0 0 6.7 

Average 20.27 84.32 16.73 16.73 26.4 

ROS 

G-Mean 96.6 97.6 96.3 48.7 95.9 

AUC 96.1 97.5 96.1 61.2 95.6 

F-Measure 96.4 97.4 96.2 67.8 95.3 

Average 96.37 97.5 96.1 59.23 95.6 

Tomek 

Link 

G-Mean 0 9.4 0 0 0 

AUC 50.2 51.3 50.2 50.2 50.2 

F-Measure 0 1.6 0 0 0 

Average 16.73 20.77 16.73 16.73 16.73 
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