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Abstract- Information filtering (IF) is a system to remove redundant or unwanted information from an information 

or document stream based on document representations which represent user’s interest. In the field of information 

filtering many term-based or pattern-based approaches have been used to generates users information needs from a 

collection of documents. A fundamental assumption for these approaches is that the document in the collection are 

all about one topic, but in reality users interest can be diverse and document in collection involve multiple topics. 

Pattern mining is an important research area in data mining and knowledge discovery. However, large amount of 

discovered  patterns hinder them from being effectively and efficiently used in real applications ,therefore selection 

of  most discriminative and representative semantic patterns from huge amount of discovered patterns becomes 

crucial .To deal with above mentioned problems, a novel information filtering model, maximum matched Pattern-

based Topic Model(MPBTM) is proposed. MPBTM is proposed to estimate the document relevance to the user’s 

information needs in order to filter out irrelevant documents. 
Index Terms-Information filtering; Topic Model; Pattern mining; relevance ranking; user interest model 

1. INTRODUCTION 

Information filtering (IF) is a system to remove 

redundant or unwanted information from an 

information or document stream based on document 

representations which represent user’s interest. 

Traditional IF models were developed based on a 

term-based approach, whose advantage is efficient 

computational performance, as well as mature 

theories for term weighting [1],[2]. But term based 

document representation suffers from the problems of 

polysemy and synonymy. To overcome the 

limitations of term based approaches, pattern mining 

based techniques have been used for information 

filtering and achieved some improvements on 

effectiveness[3],[4].Since patterns carry more 

semantic meaning than terms. Also, data mining has 

developed some techniques (i.e. maximal patterns, 

closed patterns and master patterns) for removing the 

redundant and noisy patterns[5],[6]. Topic 

modelling[7] has become one of the most popular 

probabilistic text modelling techniques and has been 

quickly accepted by machine learning and text 

mining communities. It can automatically classify 

documents in a collection by a number of topics and  

represents every document with multiple topics and 

their corresponding distribution. Two representative 

approaches are Probabilistic Latent Semantic 

Analysis (PLSA)[8]and Latent Dirichlet Allocation  

 

(LDA)[9].  However, there are two problems in 

directly applying topic models for information 

filtering. The first problem is that the topic 

distribution itself is insufficient to represent 

documents due to its limited number of dimensions 

(i.e. a pre-specified number of topics). The second 

problem is that the word based topic representation 

(i.e. each topic in a topic model is represented by a 

set of words) is limited to distinctively represent 

documents which have different semantic content 

since many words in the topic representation are 

frequent general words[10]. In this, propose to 

overcome the limitation of existing system by using 

Natural Language Processing (NLP) i.e. the open 

English NLP 2.0 library used in enhanced LDA 

algorithm for filtering semantic meanings of patterns 

from the collections of topics. Here the LDA apply 

through the Gibbs sampling method and here also 

proposed Maximum matched Pattern-based Topic 

Model (MPBTM) for maximum matched pattern 

representation and document relevance ranking and 

also it to select the most representative and 

discriminative patterns, which are to represent topics 

instead of using frequent patterns. After installation 

of this application, it helpful for document searching 

in efficient and easy way from number of different 

documents and also available to download and view 
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the document based on user's interested area or 

patterns. In this system efficiently find out relevant 

document from collection of document 

  

1.1 Topic modelling 

A Topic model is a type of statistical model for 

discovering the abstract “topics” that occur in a 

collection of documents. Topic models are a suite of 

algorithms that uncover the hidden thematic structure 

in document collection. Topic models provide a 

convenient way to analyze large of unclassified text. 

 A topic contains a cluster of words that 

frequently occur together. A topic model 

contains a collection of text as input it discovers 

a set of “topics” recurring themes that are discuss 

in the collection of documents. 

 A topic modelling can connect words with 

similar meanings and distinguish between uses 

of words with multiple meanings. So, the idea of 

topic models is that term which can be working 

with documents and these documents are 

mixtures of topics, where a topic is a probability 

distribution over words. 

 In other word, topic model is a generative model 

for documents. It specifies a simple probabilistic 

procedure by which documents can be generated. 

It creates a new document by choosing a 

distribution over topics. After that, each word in 

that document could choose a topic at random 

depends on the distribution. 

 Topic modelling has become one of the most 

popular probabilistic text modelling technique 

and has been quickly accepted by machine 

learning and text mining communities. 

 A  two representative approaches are 

Probabilistic Latent Semantic Analysis (PLSA) 

and Latent Dirichlet Allocation (LDA)[13].  

 

1.2 Pattern mining 

 Pattern mining is an important research in data 

mining and knowledge discovery.Patterns can be 

discovered from text documents in effective 

manner. 

 The patterning provides a reusable architecture 

which speeds up many computer programs, it 

offers more characteristics meaning than the 

single words. Pattern based topic model can be 

recycled to represent the acceptable content of 

the user text more truthfully compared with the 

word based topic models. 

 The Pattern is always thought to be more 

discriminative than single terms for describing 

documents. The pattern based topic filtering used 

to filter out the irrelevant document and gives 

relevant document from the collection of 

document[15]. 

 

1.3 Information filtering 

 

 Information filtering deals with the delivery of 

information that the user is likely to find 

interesting or useful. An information filtering 

system assists users by filtering the data source 

and deliver relevant information to the users. 

When the delivered information comes in the 

form of suggestions an information filtering 

system is called a recommender system [1],[16]. 

 Two major approaches exist for information 

filtering: 

 

1.3.1 Content-based filtering system 

 A content-based filtering system selects items 

based on the correlation between the content of 

the items and the user’s preferences. 

1.3.2 Collaborative filtering system 

 A collaborative  filtering system chooses items 

based on the correlation between people with 

similar preferences 

. 
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2. LITERATURE SURVEY  

Sr. 

No. 

Name of Paper Name of 

Author 

Published  

Year 

Description Advantages Disadvantages 

1. Innovative 

Pattern Mining 

For 

Information 

Filtering 

System 

Vasudevan 

,V. 

Sharmila, 

Dr. 

G.Tholkappi

a Arasu 

2012 In this paper, a survey on 

preprocessing pattern deploying 

approach, new pattern based  

information filtering model, 

revision and mining algorithm, 

iterative learning algorithm, 

novel two stage decision model, 

in addition to some text mining 

applications are discussed. 

The study concludes 

that the concept-

based analysis 

bridges the gap 

between Natural 

Language Processing 

and Text mining. 

The main drawback 

of pattern based 

information 

filtering model are 

difficulty of 

occurring long 

patterns, and low 

capability of 

dealing with large 

discovered patterns. 

2 Pattern 

Enhanced 

Topic Model 

Tincy 

Chinnu 

Varghese, 

Smitha C 

Thomas 

2016 In this paper, LDA Pattern 

Enhanced LDA, Algorithms in 

MPBTM is discussed. MPBTM 

consists of two algorithms: User 

Profiling Algorithm(generating 

user interest model) and 

Document Filtering 

Algorithm(relevance ranking of 

incoming document) 

MPBTM generates 

descriptive and 

semantically rich 

representations for 

modelling topics .It 

is used in the field of 

content- based 

extraction of 

documents ,machine 

learning etc. 

Term based model 

suffers from 

problem of 

polysemy and 

synonymy. Existing 

system  faces the 

low frequency 

problem. 

3 Pattern-based 

Topics for 

Document 

Modelling in 

Information 

Filtering 

       T. 

Devikarani 

,Mrs.C. 

Mohanapriy

a,M.sc.,M.p

hil 

2016 In this paper, Pattern based topic 

model is discussed along with 

algorithm and implementation. 

The proposed 

significantly 

matched patterns and 

maximum matched 

pattern for the 

StPBTM model. 

Many general 

textual content 

classification 

algorithms don’t 

work well for a 

new person, which 

typically way no or 

few training 

knowledge element 

4 A Latent 

Dirichlet 

Allocation 

Algorithm for 

Pattern-Based 

Topic Filtering 

V.Vishnu 

Priya 

,S.K.Soma 

Sundaram  

2016 In this paper, LDA is used to 

finding the high values from 

probability ratio, it gives term 

weight value and support and 

confidence based on mining 

method. 

The proposed 

method is used only 

for documents 

eg:notepad files,etc. 

It shows the 

disadvantage of 

term based 

approach. 

5 Pattern-based 

topics for 

Document 

Modelling in 

Information 

Filtering 

Yang Gao, 

Yue Xu,and 

Yuefeng Li 

2015 In this paper, LDA, Pattern 

Enhanced LDA are discussed 

which consists of Pattern 

equivalence class, topic based 

user interest modelling ,topic-

based document relevance 

ranking. The proposed IF model 

has two algorithm: User profiling 

And Document Filtering. 

This paper presents 

an innovative pattern 

enhanced topic 

model for 

information filtering 

including user 

interest modelling 

and document 

relevance ranking 

In this paper, 

disadvantages of 

term based 

approach is 

discussed 

 

3. PROBLEM DEFINATION 

Traditional IF models were developed based on a 

term-based approach, whose advantage is efficient 

computational performance, as well as mature 

theories for term weighting [1],[2]. But term based 

document representation suffers from the problems of 

polysemy and synonymy. To overcome the 
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limitations of term based approaches, pattern mining 

based techniques have been used for information 

filtering the word-based topic representation is 

limited to distinctively represent documents which 

have different semantic content since many words in 

the topic representation are frequent general word. 

The topic model and the language models are very 

limited in representing the specificities[1]. 

4. PROPOSED SYSTEM AND ALGORITHM 

4.1 MPBTM (Maximum matched pattern-based 

topic model) 

 In proposed system, a novel information filtering 

model, Maximum matched Pattern-based Topic 

Model (MPBTM), is proposed. The patterns are 

generated from the words in the word-based topic 

representations of a traditional topic model such as 

the LDA model. This ensures that the patterns can 

well represent the topics because these patterns are 

comprised of the words which are extracted by 

LDA based on sample occurrence and co-

occurrence of the words in the documents[1]. 

 We propose to model user’s interest with multiple 

topics rather than a single topic under the 

assumption that user’s information interests can be 

diverse. 

 We propose to integrate data mining techniques 

with statistical topic modelling techniques to 

generate a pattern-based topic model to represent 

documents and document collections. The 

proposed model MPBTM consists of topic 

distributions describing topic preferences of each 

document or the document collection and pattern-

based topic representations representing the 

semantic meaning of each topic. 

 We propose a structured pattern-based topic 

representation in which patterns are organized into 

groups, called equivalence classes, based on their 

taxonomic and statistical features. Patterns in each 

equivalence class have the same frequency and 

represent similar semantic meaning. With this 

structured representation, the most representative 

patterns can be identified which will benefit the 

filtering of relevant documents. 

 We propose a new ranking method to determine 

the relevance of new documents based on the 

proposed model and especially, the structured 

pattern-based topic representations. The Maximum 

matched patterns, which are the largest patterns in 

each equivalence class that exist in the incoming 

documents, are used to calculate the relevance of 

the incoming documents to the users interest. The 

maximum matched patterns are the most 

representative and discriminative patterns to 

determine the relevance of incoming documents. 

 

 

 

  

  

                                                                                                                                        

 

  

User Interest Modelling  

(Document Relevance Ranking) 

                                                                                                                        

                                                                                                                                            Relevance Ranking                  

 

Load Documents Document Preprocessing 

Apply LDA 

Topic 0 Topic 1 Topic N 

 
Construct 

Dataset 
Generate Frequent Patterns 

Find maximum matched Patterns 

Relevant Documents 

New incoming document 

                Fig.4.1: Maximum matched Pattern-based Topic Model (MPBTM) 
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 First of all the user have to load the dataset. 

Preprocessing includes apply stop words and 

stemming in the dataset. Find the support value 

for the words in the file. And sort the data in 

descending order.  

 The splitted data is called as the transactional 

dataset. The support value is calculated for the 

splitted data. These splitted data are three types 

of topics. Pattern-based representations are 

considered more meaningful and more accurate 

to represent topics than word-based 

representations.  

 In order to discover semantically meaningful 

patterns to represent topics and documents, two 

steps are proposed: firstly, construct a new 

transactional dataset from the LDA model results 

of the document collection D; secondly, generate 

pattern-based representations from the 

transactional dataset to represent user needs of 

the collection D. The support value is calculated 

within the topic type. The probability is 

calculated for the topics. It is called as the 

equivalence class.  

 User interest modelling is used for the topic 

distribution. 

 Relevance ranking is used for find the topics for 

the document. The number of patterns in some of 

the topics can be huge and many of the patterns 

are not discriminative enough to represent 

specific topics.  

  In this section, one novel IF model, MPBTM, is 

proposed based on the pattern enhanced topic 

representations. The proposed model consists of 

topic distributions describing topic preferences 

of documents or a document collection and 

structured pattern-based topic representations 

representing the semantic meaning of topics in a 

document. [17].  

 

4.2 Algorithms in MPBTM 

 The proposed IF model can be formally 

described in two algorithms:  

User Profiling (i.e. generating user interest 

models) Algorithm and 

Document Filtering (i.e. relevance ranking of 

incoming documents) Algorithm. 

 The former generates pattern-based topic      

representations to represent the users information 

needs. The later ranks the incoming documents 

based on the relevance of the documents to the 

user’s needs.[14] 

 3.2.1 Algorithm :User Profiling  

Input: a collection of positive training documents D;  

            Minimum support    as threshold for topic Zj;  

            number of topics V  

Output: = UE ={E(Z1)…E(Zv)}  

1: Generate topic representation  and word-topic 

assignment  Zd, i by applying LDA to D  

2: UE: =   

3: for each topic Zj [Z1, Zv] do  

4: Construct transactional dataset Tj based on  

and zd, i 

5: Construct user interest model Xzj for topic Zj 

using a pattern mining technique  

6: Construct equivalence class E (Zj) from Xzj 

7: UE: = UE {E(Zj)} 

8: end for 

 3.2.2 Algorithm: Document Filtering 

 Input: user interest model UE = {E(Z1)….E(Zv)}, a 

list of  

incoming document Din 

Output: rank (d), d  Din 

1: rank(d):=0 

2: for each d  Din do  

3: for each topic Zj  [Z1, Zv] do  

4: for each equivalence class EC jk  E(Zj) do  

5: Scan EC jk and find maximum matched pattern 

MCjk which exists in d  

 

6: update rankE(d) using Equation (3):  

7: rank(d):=rank(d)+| MCjk|0.5 *f jk*V D,j  

8: end for  

9: end for 

10:end for 

5. CONCLUSION 

In this, paper, Pattern based topic model is discussed 

along with algorithm. Traditional IF models were 

developed based on a term-based approach, But term 

based document representation suffers from the 

problems of polysemy and synonymy.  maximum 

matched pattern based topic model gives an 

innovative pattern enriched topic model for filtering 

information from a set of documents including users 

interest model and relevance ranking. The proposed 

MPBTM model generates pattern enhanced topic 

representations to model user’s interest across 

multiple topics. In the filtering stage, the MPBTM 

selects maximum matched patterns, instead of using  
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all discovered patterns, for estimating the relevance

of incoming documents. It also generates descriptive 

and semantically rich representations for modelling 

topics 

 

.
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