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Abstract: Mobile Ad hoc NETwork (MANET) is a network with the capability of self-configuring nature and the 

nodes in the network are changed their locations accordingly. The network is attacked by any person or software 

called intruder at any time. The nature of the intruder may be anything like attack or spoil the data or slowdown the 

performance of the network. This intrusion process has to be detected and prevented. The intrusion detection system 

is evolving for this purpose. There are many algorithms are developed for intrusion detection. Most of the 

algorithms are using the trace data i.e. the KDD Cup‟99 dataset as universally accepted dataset. This paper will give 

an idea to use classification algorithm on the dataset and gives a model for intrusion detection. 
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1. INTRODUCTION 

 

 A Mobile ad-hoc network (MANET) is a dynamic 

auto-configuring wireless network. No static network structure 

is used as its nodes and edges are dynamic in nature. The 

structure and communication of data is varying time to time. 

The data during communication may be attacked by any 

external factors. The attacks will be merged with network 

packets. The KDD Cup‟99 dataset is giving the packet details 

during a particular duration of time. The data-mining 

algorithms like clustering and classification are used to 

categorize the packets of KDD Cup‟99 dataset. The 

classification algorithm is widely used to analyse the 

performance of detection. Here the test dataset is used with 

classification algorithm. The data set is processed and 

manipulated to improve the detection of attacks.  

 This paper deals with classification algorithm with 

various form of KDD Cup‟99 dataset to improve the intrusion 

detection and also to analyse the results from the classification 

algorithm with different form of KDD Cup‟99 dataset.  

 

2. LITERATURE REVIEW 

 In the domain of network security the Intrusion 

Detection Systems (IDS) are used to detect the type of 

intrusion in the form of attack made by the intruder. There are 

many research works that deal with IDS. An IDS was 

proposed with the distributed and cooperative manner in  

 

which a node detects a low confidence intrusion and initiate a 

global intrusion detection procedure with a cooperative 

detection engine. A new rule-based classification algorithm is 

developed for intrusion detection. In addition, a meta-learning 

approach is also used by them to enhance the behaviour of 

IDS. 

An IDS was developed using a Multiclass SVM 

algorithm. This produced an efficient intrusion detection 

system. Later the SVM model is integrated with a decision 

tree model and this hybrid model provide better results than 

the individual models. A multiple-level hybrid classifier is 

proposed for developing an IDS. This system merges the tree 

classifiers and clustering algorithms to detect intrusions 

efficiently. Detection performance of 3-level tree classifiers 

are compared with these algorithms, and the above approaches 

have shown that considerable improvement in detection of 

intrusions. 

Amini et al introduced an intelligent intrusion 

method for both detecting known and unknown attacks. The 

intrusions are detected by using unsupervised neural networks 

in real time.  Without retraining the unsupervised neural 

networks can perform the analysis of new data. The evaluation 

of ART and self organizing map NNs uses offline data in their 

work. Koutsoutos et al presented a neural classifier ensemble 

using a combination of NNs which are capable of detecting 

network attacks on web servers. Their IDS was capable of 

identifying even unseen attacks and classify them. The success 

http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6V8G-4KBX4CV-3&_user=10&_coverDate=09%2F30%2F2006&_rdoc=1&_fmt=high&_orig=search&_sort=d&_docanchor=&view=c&_rerunOrigin=scholar.google&_acct=C000050221&_version=1&_urlVersion=0&_userid=10&md5=74ad1c2b3f7c64fb104a3f51ac99cea4#vt1#vt1
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rates of the performance of the NN used by them for detecting 

attacks from audit dataset was good and more than 78% in 

detecting novel attacks. However, the false alarms rates was 

high and hence it is required to do suitable enhancements on 

their work. 

 

3. PROPOSED METHODS 

 The KDD Cup‟99 dataset is used to form different 

datasets. Each dataset is processed using classification 

algorithm. The result for each dataset will be analysed. The 

following figure Fig.1 gives an idea for overall system model. 

It has three steps to complete the process. The input module 

has the data which is taken from standard KDD Cup‟99 

 

 

 

 

 

 

 

   Fig.1. System Model 

dataset. This dataset is pre-processed and improved by 

including some features as shown in the following table 

Table-1. 

Sl. No  in 

KDD Cup’99 

Data Set 

Feature Name 

NA Src_host 

NA Dst_host 

2 Protocol_type 

3 Service 

4 Src_bytes 

5 Dst_bytes 

7 Land 

8 Wrong_fragment 

23 Count 

30. Srv_rerror_rate 

36. Dst_host_same_ 

src_port_rate 

NA – Not Applicable 

 

Table-1: Per-processed Dataset 

The classification algorithm used in this paper help to improve 

the performance of intrusion detection on the various form of 

dataset. 

  

Classification Algorithm Performance: The performance of 

a classification algorithm can be summarized using 

Classification accuracy, Accuracy by class and Confusion 

matrix. Classification accuracy is the ratio of the number of 

correct predictions out of all predictions made. The true-

positive and false-positive rates for the predictions for each 

class are considered for the Accuracy by class. Confusion 

matrix is a table showing the number of predictions for each 

class compared to the number of instances that actually belong 

to each class. 

Confusion matrix: The confusion matrix is a table with two 

rows and two columns. The four outcomes of this matrix are 

used to measures like error-rate, accuracy, specificity, 

sensitivity, and precision. The most important measures ROC 

and precision-recall are also derived from the confusion 

matrix. The following equations are used to calculate above 

said measures. 

 The confusion matrix and four outcomes from 

confusion matrix are shown as follows 

 

Confusion Matrix 
Predicted 

Positive Positive 

Observed 
Positive TP FN 

Negative FP TN 

 

TP(True Positive)   : correct positive prediction 

FP(False Positive)  : incorrect positive prediction 

TN(True Negative) :correct negative prediction 

FN(False Negative):incorrect negative prediction 

 The measures derived from confusion matrix are  

Error rate : Error rate (ERR) is calculated as the number of 

all incorrect predictions divided by the total number of the 

dataset. The error rate is ranges from 0.0 to 1.0 respectively 

from best to the worst error rate. 

ERR =  (FP+FN) / (TP+TN+FN+FP) 

Accuracy:  Accuracy (ACC) is calculated as the number of all 

correct predictions divided by the total number of the dataset. 

The accuracy is ranges from 1.0 to 0.0 respectively from best 

to the worst in accuracy. It can also be calculated  

by 1 – ERR. 

ACC =  (TP+TN) / (TP+TN+FN+FP) 

Sensitivity: Sensitivity (SN) is calculated as the number of 

correct positive predictions divided by the total number of 

positives. It is also called recall (REC) or true positive rate 

(TPR). The sensitivity is ranges from 1.0 to 0.0 respectively 

from best to the worst in sensitivity.  

SN = TP / (TP+FN) 

Specificity: Specificity (SP) is calculated as the number of 

correct negative predictions divided by the total number of 

negatives. It is also called true negative rate (TNR). The 

specificity is ranges from 1.0 to 0.0 respectively from best to 

the worst in specificity. 

SP = TN / (TN + FP) 

Precision : Precision (PREC) is calculated as the number of 

correct positive predictions divided by the total number of 

positive predictions. It is also called positive predictive value 

(PPV). The precision is ranges from 1.0 to 0.0 respectively 

from best to the worst in precision. 

PREC = TP / (TP + FP) 
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False positive rate: False positive rate (FPR) is calculated as 

the number of incorrect positive predictions divided by the 

total number of negatives. The false positive rate is ranges 

from 0.0 to 1.0 respectively from best to the worst in false 

positive rate. It can also be calculated as 1 – specificity. 

FPR = FP / ( TN + FP) 

 All the above measures are calculated for the test 

dataset and the reformed dataset using the J48 decision tree 

classification algorithm. 

 

4.  SAMPLE RESULTS AND REPORTS 

 The following reports shows the performance of the 

classification algorithm using the test dataset before reforming 

the dataset and after reforming the dataset using random 

subset algorithm. The fig.2. gives the  statistics of correctly 

classified instances. The following results shown the details of 

various measures for the test data set and processed dataset 

Time taken to build model: 23.48 seconds for test 

dataset 

 

      === Stratified cross-validation === 

  === Summary === 

    

      Correctly Classified Instances       49355               

99.9049 % 

Incorrectly Classified Instances        47                0.0951 

% 

Kappa statistic                          0.9974 

  Mean absolute error                      0.0001 

  Root mean squared error                  0.0086 

  Relative absolute error                  0.342  % 

  Root relative squared error              6.7772 % 

 Coverage of cases (0.95 level)          99.9211 % 

 Mean rel. region size (0.95 level)       4.3537 % 

 Total Number of Instances            49402      

  

      Time taken to build model: 13.31 seconds for 

processed dataset 

 

      === Stratified cross-validation === 

  === Summary === 

    

      Correctly Classified Instances       49359               99.913  

% 

Incorrectly Classified Instances        43                0.087  % 

Kappa statistic                          0.9976 

  Mean absolute error                      0.0001 

  

Root mean squared error                  0.0084 

  Relative absolute error                  0.3386 % 

  Root relative squared error              6.6411 % 

 Coverage of cases (0.95 level)          99.9231 % 

 Mean rel. region size (0.95 level)       4.3562 % 

 Total Number of Instances            49402      

  
Correct ly Classif ied Inst ances      

49353

49354

49355

49356

49357

49358

49359

49360

Test  Dat a Random Subset

 
Fig.2.  Correctly classified instances 

The fig.3. shows the various measures using confusion matrix 

outcomes for both test dataset and reformed dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Fig.3.  Comparison of measures using  confusion matrix 

 

5. CONCLUSION 

 This paper will give an idea to develop algorithms to 

calculate and compare the results of classification algorithm 

using the KDD Cup‟99 dataset. The test data set is taken from 

the original dataset.  The random subset algorithm is used to 

extract the subset of features which forms a dataset. Both the 

datasets are used for the decision tree classification algorithm 

and various measures are calculated and compared. This 

process can be extended for other feature extraction 

algorithms in future and the best feature selection algorithm 

can be identified for classifying the attacks on the network 

dataset.  
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