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Abstract-MapReduce has turned into a noteworthy computinglehéor information serious applications.
Hadoop, an open source execution of MapReducehders embraced by an undeniably developing cliemipgr
Cloud computing service suppliers, for example, £AomEC2 Cloud offer the open doors for Hadoop téi¢a
rent a specific measure of assets and pay for thidization. Be that as it may, a key test is thltud service
suppliers don't have an asset provisioning compoteefulfill client occupations with due date prqasites.
Right now, it is exclusively the client's duty tppraise the required measure of assets for ruraringccupation

in the cloud. This paper introduces a Hadoop woxkcation demonstrate that precisely gauges work
consummation time and further arrangements theinegjmeasure of assets for a vocation to be ficishside a
due date. The proposed model expands on authemtlogment execution records and utilizes Locally
Weighted Linear Regression (LWLR) system to aperdige execution time of a vocation. Besides, lizais
Lagrange Multipliers System for asset provisioniiog fulfill occupations with due date prerequisitéhe
proposed model is at first assessed on an in-hbasiwop bunch and therefore assessed in the Amagén E
Cloud. Trial comes about demonstrate that the ersst of the proposed model in occupation execution
estimation is in the scope of 94.97 and 95.51 peresd employments are finished inside the reduiliee dates
taking after on the asset provisioning plan ofpiheposed model.

Index Terms-MapReduce; Cloud Computing; Locally Weighted LinBagression (LWLR); Hadoop.

Hadoop performance modeling has become a
1. INTRODUCTION necessity in estimating the right amount of resesirc

MapReduce originally developed by Google, ha:?%c:r user jobs with deadline requirements. It shdud

b - i del i ' of d ointed out that modeling Hadoop performance is
pecome a major computing model in support of da allenging because Hadoop jobs normally involve
intensive applications. It is a highly scalableulfa

multiple processing phases including three corsgba
distributes the data and parallelizes the compriati {;g;eg/ﬁ ptﬂgsﬁfi’rsfhyvf:\?e pgfastﬁ eazgu;ﬁsu;ﬁaggaﬁf)'
_acrtl)ss ? i cluster h of '\jomqut)irs. .A”[‘)Ongd S rmally processed in parallel with the map phase (
Impiementations such as Mars, oenix, Dryad a erlapping stage) and the other waves of the ghuff

Hadoop,_ Hadoop _has received a wide uptake by ﬂﬂ)‘?‘nase are processed after the map phase is cothplete
community due to its open source nature. Le. non overlapping stage)
One feature of Hadoop MapReduce is its support cg% ' '

public cloud computing that enables the organirstio
to utilize cloud services in a pay-as-you-go manne

This f_aC|I_|ty is beneficial to small and medium eiz cgrtain amount of resources and pay for their use.
organizations where the setup of a large scale a - Provisioning mechanism to satisfy user jobs.

comple>.< private cloud is not' feasible due to firiahc 3. Accurately estimates job completion time and
constraints. Hence, executing Hadoop MapRedUCfErther provisions the required amount of resoufoes

applications in a cloud environment for big data. . S :
analytics has become a realistic option for both tr?a ob to be completed within a deadiine.

industrial fit d demi Heo 4. Providing accuracy for performance of system.
Industrial praciioners and academic researcites. g yagt of the paper has been organized as: Bettio
example, Amazon has designed Elastic MapRedu

(ﬁ‘?ghlights the related work along with their
(EMR) that enables users to run Hadoop applicatio : . .
across its Elastic Cloud Computing (EC2) nodes. rbsbwnsmes, section 3 discusses the proposed work of

system. section 4 followed by conclusion and
references.

Objectives:
1. Offer the opportunities for Hadoop users to deas
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2. RELATED WORK Virajith et al. [7] proposed a system called Bazhat

Hadoop performance modeling is an emerging topieredicts Hadoop job performgnce and p'rovisions
that deals with job optimization, scheduling resources in term of VMs to satisfy user requiretsien

estimation and resource provisioning. Recently thishe  work presen'Fed n .[8] uses .th? Principle
topic has received a great attention from the rebea _Component AnaIyS|s_techn|que. to o_ptlmlze Hadoop
community and a number of models have bee'r?bs based on various configuration parameters.

proposed.Morton et al. proposed the parallax mod&lowever, these models leave out both the overlappin

[1] and later the ParaTimer model [2] that estiraate?Nd NON-overlapping stages of the shuffle phasererh

the performance of the Pig parallel queries, witiah 1S b‘?‘?y _Of work that fc.)cuses. on optimal resource
be translated into series of MapReduce jobs. Tisey uProvisioning for Hadoop jobs. Tian et al. [9] pregd

debug runs of the same query on input data sartqnlesa cost model that estimates the performance oba jo

predict the relative progress of the map and redu@&'d Provisions the resources for the job usingrept
phases. This work is based on simplified suppositio €9ression  technique.  Chen et al. [10] further
that the durations of the map tasks and the redulgProved the cost model and proposed CRE.SP which
tasks are the same for a MapReduce applicatiofiPloys the brute-force search technique for
However, in reality, the durations of the map taskd provisioning the optimal cluster resources |p teofn
the reduce tasks cannot be the same because tH@aP slots and reduge slots  for Hadoop jobs. The
durations of these tasks are depended on a numberpg)opos_ed cost model '_S _able to predict the perfamea
factors. More importantly, the durations of the ueel of a JOb_ and provisions the resources needed.
tasks in overlapping and non-overlapping stages aflpwever, in the two models , the number of reduce

very different. Ganapathi et al. [3] employed atasks have to be equal to the number of reduce slot

multivariate Kernel Canonical Correlation Analysis’Vhich means that these two models only consider a

(KCCA) regression technique to predict thesingle wave of the reduce phase. It is arguableaha

performance of Hive query. However, their intentior 12d00P job performs better when multiple waves of

was to show the applicability of KCCA technique int'€ réduce phase are used in comparison with t&e us
the context of MapReduce. of a single, especially in situations where a small

Kadirvel et al. [4] proposed Machine Learning (ML)amount of resources is available but processirggel
techniques to predict the performance of Hadoop.jobdataset' Lama et al. [11] proposed AROMA, a system

However, this work does not have a comprehensi\}gat automatically provisions the optimal resources
mathematical model for job estimation. Lin et &] [ and optimizes the configuration parameters of Hadoo

proposed a cost vector which contains the cosisif d for a job to achievg the se.rvice level objectiyes.
/0, network traffic, computational complexity, CPUAROMA uses clustering techniques to group the jobs
and internal sort. The cost vector is used to estm with similar behaviors. AROMA uses Support Vector

the execution durations of the map and reduce téisks Machine to predict the performance of a Hadoop job

is challenging to accurately estimate the coshese 2Nd USes a pattern search technique to find thenaipt

factors in a situation where multiple tasks compiete S€t Of resources for a job to achieve the required
resources. Furthermore, this work is only evaluated dé@dline with a minimum cost. However, AROMA

estimate the execution times of the map tasks and fannot predict the performance of a Hadoop job whos

estimations on reduce tasks are presented. The IafgSource utilization pattern is different from any

work [6] considers resource contention and task'%rev!OUS ones. More |mportantly, ARQMA does not
failure situations. A simulator is employed to exste prowde a (?omprehen§|ve _mathemaucal mode_l to
the effectiveness of the model. However, simula‘to‘?’s'“mate a job execution time as well as optimal

base approaches are potentially error-prone bedausgonﬂguratmn parameter value_s _Of Hadoop.
is challenging to design an accurate simulator ¢aat ' N€'e are a few other sophisticated models that are
0§|mllar to the improve HP model in the sense thayt

use the previous executed job profiles for perforcea
prediction. Herodotou et al. proposed Starfish [12]

comprehensively simulate the internal dynamics
complex MapReduce applications.
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which collects the past executed jobs profil@rovision the amount of resources for Hadoop job to
information at a fine granularity for job estimatiand complete within a given deadline.
automatic optimization. On the top of the Starfish . I .
Herodotou et al. proposed Elasticiser [13] whicr;rhe major contributions of this system are as fedip
provisions a Hadoop cluster resources in term osVM | The improved HP work mathematically models all
However, CO”eCting detailed ]Ob pI‘Ofile informatio the three core phases of a Hadoop JOb In Conmn
with a large set of metrics generates an extrah@zat, HP work does not mathematically model the non
especially for CPU-intensive applications. As autes overlapping shuffle phase in the first wave.
Starfish overestimate the execution time of a Hadoc2- The improved HP model employs Locally Weighted
job. Verma et al. [15] presented the ARIA mods! f Linear'Reg.ression (LWLR) tgchnique to e'stimate the
job execution estimations and resource provisianin xecution time of a Hadoop job with a varied number
The HP model [14] extends the ARIA mode by addin%-f reduc_e tasks. In contrast, t_he HP dee' emptoys

) ) ] i - imple linear regress technigque for job execution
scaling factors to estimate the job execution ttne egtimation which restricts to a constant number of
larger datasets using a simple linear regressit®e. Treduce tasks.
work presented in [16] divides the map phase ar@l Based on job execution estimation, the improved
reduce phase into six generic sub-phases (i.e, re&tP model employs Lagrange Multiplier technique to
collect, spill, merge, shuffle and write), and uses Provision the amount of resources for a Hadooptgob
regression technique to estimate the durationkesie COMPIete within a given deadline.
sub-phases. The estimated values are then uséé in +he performance of the improved HP model

analytical model presented in to estimate the ‘ﬂverelnitially evaluated on an in-house Hadoop clusted a
job execution time. subsequently on Amazon EC2 Cloud. The evaluation
It should be pointed out that the aforementionegesults show that the improved HP model out perform
models are limited to the case that they only atersa  both the HP model and Starfish in job execution
constant number of the reduce tasks. As a resdt, testimation with an accuracy of level in the rande o
impact of the number of reduce tasks on th&4.97 percent and 95.51 percent. For resource
performance of a Hadoop job is ignored. Thdrovisioning, 4 job scenarios are considered with a

improved HP model considers a varied number o ried number of map slots and reduce slots. The
P xperimental results show that the improved HP

reduce tasks and employs a sophisticated LWLR\oge| is more economical in resource provisioning
technique to estimate the overall execution time of than the HP model.

Hadoop job.

is

Job Job Profile

3. PROPOSED WORK

A 4
A 4

Map Shuffle Reduce _ocally
The proposed system called Hadoop Performani euce o Phasc o Phase y | weighted Lincar
Modeling for Job Optimization. In Proposed Systém i | First | Other First | Other || g gqq [l Togr=sion

wave wave wave wave

present improved HP model for Hadoop job executio L% Estimated time of first Wave

E
Stimateq g, -
o

estimation and resource provisioning. The improve Progi.om le
HP work mathematically models all the three cor Estimale time of redufc tasks
phases of a Hadoop job. In contrast, the HP wodsdo v v ! Iy

not mathematically model the non-overlapping skeuffl | =5imae Estimated || Estimated || Estimated

phase in the first wave. The improved HP mode T T I

employs Locally Weighted Linear Regressior 3 v v {

(LWLR) technique to estimate the execution timeaof Overall Job Estimation

Hadoop job with the varied number of reduce tabks.
contrast, the HP model employs a simple linear
regress technique for job execution estimation tvhic
restricts to a constant number of reduce tasksedas
on the job execution estimation, the improved HP
model employs Langrage Multiplier technique to

= : -
& Estimated time of other) wave

Fig. 1. System Architecture
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The estimated values of both the shuffle phasetlzad Step 2: count total number of data nodes Ni

reduce phase are used in the improved HP model to

estimate the overall execution time of a Hadoop joBtep 3: for each(score=read each vm node andacall t
when processing a new input dataset. Figure shiosvs tcomputenode(k))

overall architecture of the improved HP model, vilhic Read when k==null

summarizes the work of the improved HP model ifEnd for

job execution estimation. The boxes in gray represe

the same work presented in the HP model. It is lworiStep 4: create data chunks base on server loads sco
noting that the improved HP model works in an o#li

mode and estimates the execution time of a jobdas8tep 5: save all data on data nodes.

on the job profile.

5. CONCLUSION

4. PROPOSED ALGORITHM The improved HP model mathematically modeled
Algorithm 1. Compute VM Load from data nodes three core phases i.e. map phase, shuffle phase and
reduce phase included overlapping and non-
Input: ith Node input overlapping stages of a Hadoop job. The proposed
Output: Idle or Normal Or Overloaded in percent model employed LWLR to estimates execution
duration of a job that takes into account a varied
Compute Load (VM id) : number of reduce tasks The LWLR model was
Weight Degree Inputs: The static parameter comprisalidated through 10-fold cross-validation techmqu
the number of CPUs, the CPU dispensation speegls, #ind its goodness of fit was assessed using R-Stjuare
reminiscence size, etc. active parameters are thefuture for resources provisioning, the modellsgap
memory consumption ratio, the CPU exploitatiorLagrange Multiplier technique to provision right
ratio, the network bandwidth. amount of resources for a job to be completed withi
Procedure: given deadline. The improved HP model was more
economical in resource provisioning than the HP
Step 1: Characterize a load limit set: F= {F1,/Rn}  model.
with each Fire present the total number of the

consideration. Acknowledgments
Step 2: Calculate the load capacity as weight LoddeXPress my sincere thanks to my project guidd. Pro
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Step 4: Three height node position are defined LoacEc;J-operatlon for the project with pgrsonal attemtio
Degree(N)=0 for Inactive. ove all | express our deepest gratitude to atheim

- 0 <Load Degree(N)<Load Degree(N) forfor their kind-hearted support which helped us & lo

overfull. during paper work. At the last | thankful to myefinds,
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