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Abstract-

Intrusion detection systems (IDS) are besides ofitetective measures such as virtual private nédsyor
authentication mechanisms, or encryption techniquexy important to guarantee information securithey
help to defend against the various threats to whatlvorks and hosts are exposed to by detectingdtiens of
attackers or attack tools in a network or host-las®nner with misuse or anomaly detection techmique
Basically, it can be regarded as a datastreamorerdia maximum likelihood approach for the estiorabf the
model parameters. With three benchmark data setslemonstrate that it is possible to achieve réstucates

of up to 99.96 percent while the number of missimgta-alerts is extremely low. In addition, metadslere
generated with a delay of typically only a few set® after observing the first alert belonging toeav attack
instance..

Index Terms—Intrusion detection, alert aggregatiogenerative modeling, data stream algorithm.

probability. In our opinion, a “perfect” IDS shoulte
1. INTRODUCTION situation-aware [2] in the sense that at any point
ime it should “know” what is going on in its
nvironment regarding attack instances (of various
‘t%pes) and attackers. In this paper, we make an
portant step toward this goal by introducing and
aluating a new technique for alert aggregation.

INTRUSION protective measures such as virtu
private networks, detection systems (IDS) are lessid
other authentication mechanisms, or encryptio
techniques very important to guarantee informatiorgV

security. Thgy help to defend against the Variouz eyts may originate from low-level IDS such asgho
threats to which networks and hosts are exposéy to mentioned above, from firewalls (FW), etc. Aletsit

detecting the actions of attackers or attack taola afelong to one attack instance must be clustered

network or host-based manner with misuse or anom dgether and meta-alerts must be generated foe thes

detection techniques [1]. At present, most IDS A&usters. The main goal is to reduce the amount of

qwtle [_ellab!?C;r;IPdetectlngt_ susp|C|ou|s aﬁ'onsfbﬁlerts substantially without losing any important
evaluating connections or 109 €S, 10fint5rmation which is necessary to identify ongoing
instance. Once an IDS finds a suspicious action, Mtack instances. We want to have no missing
!mmed|a_tely creates an alert which contain etaalerts, but in turn we accept false or redundan
information about the source, target, and estimatefl .. ~iorts to a certain degree. This problem is no
type of the attack (e.g., SQL injection, bUffernew, but current solutions are typically based on a

ovtgrflow, or 3ebn|al qf ‘T’ervif[:e)l'( _Ast the 'ntrut;“’:quite simple sorting of alerts, e.g., accordingheir
actions caused by a single attack Instance— WIHCN {4\ ca - gestination, and attack type. Under real

tbhe oclcurretr:cg (l:))f an attaql; of 3 pirtlcultar tymmt.:ra;ts conditions such as the presence of classificaticore
een launched Dby a specilic atlacker at a cer P of the low-level IDS (e.g., false alerts), uncertgi

in time—are often spread over many networlwth respect to the source of the attack due tofgub

c?tnnectlonlf or Iﬁg fge 3””'83’ a S”:Ele atta((j:skal:cel IP addresses, or wrongly adjusted time windows, for
often results in hundreds or even thousands otsalery, iance such an approach fails quite often.

IDS usually focus on detecting attack types, butamo . o .
distinguishing between different attack instandes. Our approa}ch has the foI-IOW|ng d'St,mCt properties:
It is a generative modeling approach [3]

addition, even low rates of false alerts could lgasi ) o ;
using probabilistic methods. Assuming that

result in a high total number of false alerts if L b ded q
thousands of network packets or log file entries ar attac mstgncescqn o € regarded as random
processes “producing” alerts, we aim at

inspected. As a consequence, the IDS creates many delinath )

alerts at a low level of abstraction. It is extréme Modelingineseprocessang likelihood

difficult for a human security expert to inspectsth approximative ~ maximum IKeINoo
parameter estimation techniques. Thus, the

flood of alerts, and decisions that follow from gim beqinni Il as th leti ¢ attack
alerts might be wrong with a relatively high peginning as wetl as the compietion of attac
instances can be detected.
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« It is a data stream approach, i.e., eactime windows. Another approach to alert correlai®n
observed alert is processed only a few timegresented in [10]. A weighted, attribute-wise saritly
[h4a]\}s-l;1htlijrsn’i:gczgnbs?rgi?ﬂed online and under 0 ator is used to decide whether to fuse twdsater

: not. However, as already stated in [11] and [12 t

The remainder of this paper is organized as folldws h suffers f he hiah ber of
Section 2 some related work is presented. Section2PProach sufers from the high number of parameters

Section 4 provides experimental results for thetalein [13] has the same disadvantage—there are lots of
aggregation using various data sets. Finally, 8edi parameters that must be set by the user and the i
summarizes the major findings. or only little guidance in order to find good vaduén
2 LITERATURE REVIEW [14], another clustering algorithm that is based on
o o ) attribute-wise similarity measures with user define
Most existing IDS are optimized to detect attackish w parameters is presented. However, a closer lotheat
high accuracy. However, they still have variougarameter setting reveals that the similarity messu
disadvantages that have been outlined in a number ;g fact, degenerates to a strict sorting accordinthe
publications and a lot of work has been done 19, ce and destination IP addresses and portseof th

analyze IDS in order to direct future research {8f, jierts. The drawbacks that arise thereof are theesa
instance). Besides others, one drawback is thelards those mentioned above. In [15], three different
amount of alerts produced. Recent research foarses

the correlation of alerts from (possibly multipl®S. simple one groups alerts according to their solfce

If not statgd otherwise, a!l approaches _ ~ address only. The other two approaches are based on
outlined in the following present either online yitterent supervised learning techniques. Besides a
alg_onthms or as we see It can easily be extermleuht_ basic least-squares error approach, multilayer
online version. Probably_, the _most COm_prehens"’Serceptrons, radial basis function networks, and
approach to alert correlation is introduced in Bhe  gecision trees are used to decide whether to fusma
step in the presented correlation approach is lattagiart with an already existing meta-alert (called
thread reconstruction, which can be seen as adfind scenario) or not. Due to the supervised nature)ldab
attack instance recognition. No clustering algaoritis training data need to be generated which could be
used, but a strict sorting of alerts within a tero ite difficult in case of various attack instanc@he
window of fixed length according to the sourcégyme or quite similar techniques as described 5o fa
destination, and attack classification (attack Jype 5.0 4150 applied in many other approaches to alert
[7], a similar approach is used to eliminate dwits, o relation, especially in the field of intrusiocesario

.., alerts that share the same quadruple of 8@md  yeiaction. Prominent research in scenario detedsion
destination address as well as source and desmat'described in [8],[9], [10], for example. More détai

port. In addition, alerts are aggregated (onlim#pi ... pe found in [8]. In [8], an offine clustering

predefined clusters (so-called situations) in ortter ¢ +ion based on the CURE algorithm is presented.

PFOV"?'G a more c-orlglensed V'EW.Of the cgrrent altaGkhe solution is restricted to numerical attributés.
situation. The definition of such situations iscalsed addition, the number of clusters must be set manual

in [8] to cluster alerts. In [9], alert clusteriigused to This is problematic, as in fact it assumes that the
group alerts that belong to the same aFtack ocnuere. security expert has knowledge about the actual
Even though called clustering, there is no clustgri number of ongoing attack instances. The alert

algor.lthm in a classic sense. The ale_rts from are (clustering solution described in [11] is more rethto
possibly several) ) ”_DS_ are st_ored In-a relationaly s - A link-based clustering approach is used to
database and a similarity relation which is based Orepeatedly fuse alerts into more generalized ofies.
expert rules is used to group similar alerts toBeth 0 nion s to discover thereasons for the existeof
Two alerts are defined to be similar, for instanie, the majority of alerts, the socalled root causes, @
both occur within a fixed time window and thelreliminate them subsequently. An attack instancauin
source and target match exactly. As alrea 4ense can also be seen as a kind of root caus@a) but

mentioned, these approaches are likely to fail und?lo] root causes are regarded as “generally pergist

lreal—lllfe lconsqunhsf \;V'th ||mperfect Clalss'f('faz (i that does not hold for attack instances that oocly
ow-level IDS) with false alerts or wrongly adjudte within a limited time window. Furthermore, only itoo

approaches are presented to fuse alerts. Thedfirtg
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causes that are responsible for a majority of sler¢  clustering which can be applied to online alert
of interest and the attribute-oriented inductiorR99regation. Finally, we make some remarks on the
algorithm is forced “to find large clusters” as thiert generation of meta-alerts.

load can thus be reduced at most. Attack instatizés 3.1. Collaborating Intrusion Detection Agents

result in a small number of alerts (such as PHF 9 our work, we focus on a system of structuralyy
g_';B) are likely to be |gnohre_d cr(])mplr?telyl. Thi MaNsimilar so-called intrusion detection (ID) agents.
' IerEnce tod (_)ur app;r(iac IsttT[ at t g .a 9°t”t ;;dcaThrough self-organized collaboration, these ID &gen
onyl € l:]set !n ?n IO tlTe selmg ar: '? inten form adistributed intrusion detection system (DIDS)
analyze historical alert logs. In contrast, wWe ase Fig. 1 outlines the layered architecture of an ger:

online approach t.o model the current .attaclf st . The sensor layer provides the interface to the o¢w
The alert clustering approach described in [12] is

i . ..and the host on which the agent resides. Sensors

based on [11] but aims at reducing the false pasiti .
; _ acquire raw data from both the network and the,host

rate. The created cluster structure is used dtea tid filter incoming data. and extract interesting and
reduce the amount of created alerts. Those aleats t 9 ' g
are similar to already known false positives arptke
back, whereas alerts that are considered to be
legitimate (i.e., dissimilar to all known false [to&s)
are reported and not further aggregated. The sam

idea—but based on a different offline clustering | fecter Reportig & intruson Provention I

algorithm—is presented in [10]. = ft i
A complgtely different clustering qpproach is imn ecesaiond or milicn <:>| hnliichicaih @
presented in [09]. There, the reconstruction evfan | e | |

| Layer

autoassociator neural network (AA-NN) is used to
distinguish different types of alerts. Alerts thagld i
the same (or a similar) reconstruction error atento jE:;ea:tlon
the same cluster. The approach can be appliedeonlin |
but an offline training phase and training data are ﬁﬁg;;gf :
needed to train the AA-NN and also to manually | ! ‘
adjust intervals for the reconstruction error that
determine which alerts are clustered together. In
addition, it turned out that due to the dimensidgal Fig.1. Architecture of an intrusion detection agent
reduction by the AA-NN, alerts of different typeanc

have the same reconstruction error which leads feotentially valuable (e.g.,statistical) information
erroneous clustering. In our prior work, we applieed  which is needed to construct an appropriate event.
well-known c-means clustering algorithm in order tdhe detection layer, different detectors, e.gssiféers
identify attack instances [23]. However, this algon  trained with machine learning techniques such as

also works in a purely offline manner. support vector machines (SVM) or conventional rule-
3. ANOVEL ONLINE ALERT AGGREGATION based systems such as Snort, assess these evénts an
TECHNIQUE search for known attack signatures (misuse detectio

In this section, we describe our new alert aggiegat @nd suspicious behavior (anomaly detection). Irecas
approach which is—at each point in time—based on @f attack suspicion, they create alerts which aent

probabilistic model of the current situation. Talme forwarded to the alert processing layer. Alerts may
the preconditions and objectives of alert aggregati ajso be produced by FW or the like. At the alert

we start with a shor'F sketch .Of our 'mrus'c_mﬁrocessing layer, the alert aggregation moduletbas
framework. Then, we briefly describe the generatio . o

of alerts and the alert format. We continue witheay combine alerts that are assumed to belong to afispec
clustering algorithm for offline alert aggregation@ttack instance. Thus, so called meta-algrts are
which is basically a parameter estimation techniqugenerated. Meta-alerts are used orenhanced inugario
for the probabilistic model. After that, we extetids ways, e.g., scenario detection or decentralizedt ale
offline method to an algorithm for data stream correlation. An important task of
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the reaction layer is reporting. The overall amttitire  3.3. Offline Alert Aggregation

of the distributed intrusion detection system and #h this section. we introduce an offline algorittor
framework for large-scale simulations are descriiped alert aggregation which will be extended to a data

in more detail. stream algorithm for online aggregation .Assume tha

In our layered ID agent architecture, each layed host with an ID agent is exposed to a certain
assesses, filters, and/or aggregates informatidftrusion situation as sketched in algorithm shdwn
produced by a lower layer. Thus, relevant inforovati Fig. 2: One or several attackers launch severatlatt
gets more and more condensed and certain, arifistances belonging to various attack types. Ttaelat
therefore, also more valuable. We aim at realizingistances each cause a number of alerts with \ariou
each layer in a way such that the recall of thdiagp attribute values. Only two of the attributes arevsh
techniques is very high, possibly at the cost of and the correspondence of alerts and (true or
slightly poorer precision [12]. In other words, kvihe estimated) attack instances is indicated by differe
alert aggregation module on which we focus in thisymbols. Fig.2. shows a view on the “ideal world”
paper we want to have a minimal number of missinghich an ID agent does not have. The agent only has
meta-alerts (false negatives) and we accept solse faobservations of the detectors (alerts) in the tafte

metaalerts (false positives) and redundant metasale space without attack instance labels as outlinegign
in turn. 2. The task of the alert aggregation module is tow

estimate the assignment to instances by using the
unlabeled observations only and by analyzing the
In this section, we make some comments on theluster structure in the attribute space. That lsas to
information contained in alerts, the objects thatst reconstruct the attack situation. Then, meta-aleats

be aggregated, and on their format. As the concrebe generated that are basically an abstract déserip
content and format depend on a specific task and @i the cluster of alerts assumed to originate fiame
certain realizations of the sensors and detectorsttack instance. Thus, the amount of data is retluce
together with the experimental conditions. At thesubstantially without losing important information.
sensor layer, sensors determine the values df@tits Fig. 2 shows the result of a reconstruction of the
that are used as input for the detectors as wefbas situation. There may be different potentially
the alert clustering module. Attributes in an evidvatt  problematic situations:

are independent of a particular attack instancebgan
used for classification at the detection layerribtites
that are

(or might be) dependent on the attack instancebean

used in an alert aggregation process to distinguis .
goreg P g .True alerts are wrongly assigned to clusters:

different attack instances. A perfect partitionoint _ .~ " " .
) ) Thissituation is not really problematic as longths
dependent and independent attributes, however

cannot be made. Some are clearly dependent (suchng\%pmy of alerts belongmg to that 9Iust§r s reatly
. ) ) assigned. Then, no attack instance is missed.
the source IP address which can identify the a¢tigck
some are clearly independent such as the destinati
port which usually is 80 in case of webbased afack
and lots are both (such as the destination porttwhi
can be a hint to the attacker’s actual target seras
well as an attack tool specifically designed tm¢ara
particular service only). In addition to t_he gtmbs This situation is definitely problematic as attack
produced by the sensors, alert aggregation is based instances may be missed
additional attributes generated by the detectors. |
Examples are the estimated type of the attackrinsta According to our objectives (cf. Section 3.1) westnu
that led to the generation of the alert (e.g., SQLlry to avoid the latter situation but we may accibyet
injection, buffer overflow, or denial of servicegnd former three situations to a certain degree. How ca
the degree of uncertainty associated with thatnedé.  the set of samples be clustered (i.e.,

3.2. Alert Generation and Format

1. False alerts are not recognized as such
andwrongly assigned to clusters: This situation is
acceptable as long as the number of false alerts is
omparably low.

8. Clusters are wrongly split: This situation
isundesired but clearly unproblematic as it leadls t
redundant meta-alerts only. Only the data reduction
rate is lower, no attack instance imissed.

4. Several clusters are wrongly combined into one:
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aggregated) to generate meta-alerts? Here, theeansw
to this question is identical to the answer to the
following: How can an attack situation be modeled
with a parameterized probabilistic model and how ca
the parameters be estimated from the observations?

3.4. Data Stream Alert Aggregation

In this section, we describe to an online approach
working for dynamic attack situations. Assume ftinat
the environment observed by an ID agent attackers
initiate new attack instances that cause alertsafor
certain time interval until this attack instance is
completed. Thus, at any point in time the ID agent
which is assumed to have a model of the current
situation shown in Fig. 2 has several tasks, Fig. 3

1. Component adaption: Alerts associated with already
recognized attack instances must be which has aever
tasks. Identified as such and assigned to already
existing clusters while adapting the respective
component parameters.

2. Component creation (novelty detection): The
occurrence of new attack instances must be stated.
New components must be parameterized accordingly.

Algorithm 1: EXPECTATION MAXIMIZATION ALGO-
RITHM FOR OFF-LINE ALERT AGGREGATION
Input : set of alerts A, number of components .J
3 ioni 2
Output: OPllleCd model parameters i, 05, pj,
assignment of alerts to components

175:=1

2 initiali{ze the remaining model parameters
3 while stopping criterion is not fulfilled do
// E step: assign alerts
. for all alerts a'™) € A do

to components

Jj* = argmax H(a'™|u;, 03, p;)
5 J€{1,....0 J} :
6 L assign alert a to component j*
// M step: update model parameters
7 for all components j € {1,...,. /} do
8 N; := number of alerts assigned to j
9 for all attributes d € {1,.... D,,} do
(n)
‘\ pu - \L] : Z a,
10 a'") assigned to §
1 for all attributes d € {D,, + 1...., D} do
(n)
Hja = \L . > “.l,
12 "’ atm) assigned to §
ﬂj;,“ = ‘L. . DB: (uf,"' - 1t5,)?
13 al" assigned to j

Fig.2. Algorithm for expectation Maximization.

3. Component deletion (obsoleteness detection): THeONCLUSION

completion _of attack instances must be detected armthe experiments demonstrated the broad applicabilit
the respective components must be deleted from tig the proposed online alert aggregation approdd.

model.

analyzed three different data sets and showed that

A Public Cloud Server is an element of themachine-learning-based detectors, conventionabsige
infrastructure provided by a cloud service suppliemased detectors, and even firewalls can be usetbds a
like Amazon S31, for storing and rendering ofgenerators. In all cases, the amount of data coeld
volumes. It stores (encrypted) volumes and accegsduced substantially. Although there are situatians
policies accustomed regulate access to the degrke @jescribed in Section 3.3—especially clusters that a
the rendered image. It performs most of the renderi wrongly split—the instance detection rate is verghhi

on keep volumes and produces the partially render@gbne or only very few attack instances were missed.

information.

3.5. Meta-Alert Generation and Format

Runtime and component creation delay are well suited
for an online application.

With the creation of a new component, an appropriaREFERENCES

met alert that represents the information about the
component in an abstract way is created. Every dmelll
new alert is added to a component, the correspgndin
meta-alert is updated incrementally, too. Thatthig,
meta-alert “evolves” with the component. Meta-aert 2]
may be the basis for a whole set further tasks.
Meta-alerts could be used at various points in time
from the initial creation until the deletion of the
corresponding component (or even later). For irtgan
reports could be created immediately after thetea |3
of the component or which could be more preferable
in some cases a sequence of updated reports ceuld[Jﬂ
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interestingness.
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