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Abstract: Today’s world is digital, in that artificial intéglence is one the key term for research. As mostysfem is
automated and smart having base of new technigli@gta collection, data processing and data arsalysiage
processing is one of the fundamental tools to eeptprocess and analysis of data from the imagest b the

applications are real time, so that image procgssieasy to use, because we can get a real tiageimith the help of
a camera. In this paper, we propose a new methddtézt facial emotion recognition of the humambe#with the help
of video input. As we know, the human face natyrajives reflection of his thought, which are in msnd with

changing different expression in his facial struetiDifferent pattern generate on the face, whidhoapture with the
help of camera. As our intention to recognise tamé facial emotion or state of mind of human thea use this
camera video and convert it into frames. Then fitbose frames, we select few random frames and atXaaial

features of the selected frame with the help of 8M@nd ESTM algorithm. Feature extracted from thisage

compare with reference database (JAFFE databaskatswove get result that is more accurate.

Index Terms:Adaboost classifier, Haar-Like feature, SMOM, ESTMFFE, ASM, PCA, Hausdorff distance, facial
emotion recognition.

1. INTRODUCTION

Thelmage is basic input for image-processing tegimi facial image analysis for emotion recognition. Ngur
in which pixel is nothing but DNA of image processi network, 3D facial model, optical flow consumption,
system. Structural matrix or array of pixel is reg@ntation principle component analysis, two-dimensional diter
of image. If we consider a two-dimensional imabent cosine transform are some of those techniques whilth
represented by using x, y plane co-ordinate. used by researcher to develop different applicatitor
For different signal, processing techniques usfiagial emotion recognition.
a mathematical function in which image is input lwil Most of emotion recognition techniques based on
represent image processing. In most of image, peing different database like FACS, AR, BU-3DFE, JAFFE,
techniques, two-dimensional images used as thigéngm Cohn-Kanade, Yale, Korean Expression, and lastois t
easy to process. Now image processing containgywas create own database, which contains the set oicpkat
of image, computer made graphic and second compiategs in different emotion for next analysis of gea

vision. Computer graphics isnotrealtmewherdma g Rl @ B B @ @0 00 @ @

dovice ik & camera. The human eye i one i & E BB EEERA BB R A A B
imaging objects. B R R RAQAAQ

In this paper, our intention is to extract the ﬁicﬂ o000 00000000
features so that we can determine facialemotidmuofan @ @ O E B & £ £ £ & & & g e B
face 0 a?oagsgizgé rgz\f)tt?ct)?] ?;gc])iggmon using the faﬁ L4 4L L 1L, B W s ' o
structure, Gesture recognition is basic and funuhﬁmhen POERPEREEE ﬂ ﬂ ©
research field explain by H.Gunnes and M. Piccaidlp * (2 B EEBEBEBRBB BB
his research, he consider all the facial structike lip, Fig 1: JAFFE Reference Database

eye, eyebrow, wrinkles on nostril and chin for &ci ) o _
feature detection. They also add body gesturetideking N this paper, our aim is to detect the state afdof
a body parts, shoulder location and hand pose Hat, thuman being, as we know human will express hisrfgel
they used automatic classification tool Weka fas ttwo through the face or we can understand his feefingugh

gesture. Different methods of image processing urednis face. If we know his mind condition accordimgthat,
we will start our conversation with him, as if lsesiad then
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we talk politely so that we do not hurt him. Theshnique Most of researcher classifies human’s face
help robot or artificial system to help to handledaemotioninto seven categories such as Happiness, fea
communicate like that situation with human. neutral, sadness, anger, surprise and disgust.
RedaShbiband Shikun Zhou [2] used Active Shape Mode
,_e ﬁ ,e ﬁ ,e (ASM) to facial analysis. Adaboost classifier andalr
‘ 2 ; : G Like feature used for detecting the face of imagger
q ﬁ 'e ﬁ e that, geometric displacement helps to calculatdalfac
i A - - o emotion of image. They proposed a segmentatiore fac
candidate and then 68 feature points from each face
ﬁ 'e 'e 19 ﬁ extracted by using the ASM method [2]. Image whach
T " s applied to the system its contrast, illuminatioizeslike
e 'e ’e e e parameter will affect the accuracy, efficiency and
) ! ! ) ) robustness of the facial emotion recognition system

19 20

Fig 2: Self-created Database that's why pre-processing of the taken image dozfere

starting the emotion recognition analysis.

This is the basic and fundamental purpose of tyssesn. Compa_rlng all abO\_/e techniques explain we can
Iéome to following conclusions. When we are tryimg t

real " ime. appications. emotion or state. or mi§/elop a real ime face emotion system, which ltér
recognition. We applied video to this system, whigken use in state of _mlnd det_ect|on Process in that rpmb[em
through image acquisition device like a camera. ¥§e IS to process image W'thOUt |ts.ref(_erence databiase
Spatially Maximum Occurrence (SMOM) and Elas d Pitas [3] method grid track_lng IS used_to etitae

ace features, for better detection of emotion. Ewsv,

Shape and Texture Matching (ESTN) algorithm in tt i farid hf < 100 ti and if
system. For reference JAFFE database which wip bl racking ot grid for €ach face IS too ime consugnamd |
face pattern change it will affect the output.

extract and compare facial feature of image

2. NEED OF THE EMOTION RECOGNITION 4. PROPOSED SYSTEM

Reasons for state of mind detection are as follows: 4.1. Proposed System

In mostly emotion recognition system use Principal
Component Analysis (PCA) algorithm for detection.
As present most of applications are image, prongssiowever, in that detection of action unit not dgmeperly
based. In artificial robot, emotion recognitiontaimjues so it has some limitation. Recognizing emotion fram
using image processing help to understand feeliny eansemble of features uses patch descriptors lile th
state of mind of human. So that that it can eagilgtogram of oriented gradients, local binary pateand

2.1. Machineto Human Communication

communicate or help human in its daily routine. scale invariant feature transform. It has two ootes one
is person specific and another is person indepdaden
2.2. Blind Person However, by comparing both we can say that person
dependent emotion recognition system has better

This technique has also helped for blind persosd)liad

persons cannot see visual so he can understand

person emotion with the help of this system. He gs@&
the camera for capture face of other person andithage
from this camera applied to this system and he gmn
output in the form of audio.So this emotion recdigni

technique used as a platform in various application

Bﬁ{éormance. _ _ _ o
The basic flow of algorithm is as show in Fig 3

As our aim is to do real time state of mind, detecbf

human so input image directly taken from webcanewid

Therefore, we take few second video as input then

extracting the frames from that video. After thatrber of

frames, we apply some basic function on that imege

improve the image quality. Colour image more comple

3. RELATED WORK for processing so that we convert tis colour imemge¢he

The versatile Emotion recognition has given ma@eey scale image.

importance as a field of research in the last decate

human facial images shows the vital information wbo

state of mind &the mood. Hence our aim is autoradliic

recovers such information from facial images of hum

for better machine human communication.
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Therefore, there are N possible values at every
pixel position(x, y). Ranking these N intensity wa$ we
can obtain the histogram H (b) for the pixel pasit(x, y)

Exi:grc?izn De:zccson J Eiteraarcutirsn 'Ifreaactl:i;eg J S::Ire\;f as given in Eq (1)’
) \ ) Hx,y(b) =3 8(fk(X, y)-b)......1<k<N Eq. (1)
Where,
d(my=1 ifm=0
=0 ifm#0 for&b<B

Fig4: Image processing flow for a single imagdntensity value is f(x, y) and B is the number @isin the
histogram of image.
Most real-time video processing and computer

vision systems requires a stream processing acthits H™X,y(b) = Hx,y(b)*G(,b) Eq.(2)
in which video frames from a continuous stream are
processed one (or more) at a time. Live video @siog is Gaussian filter is indicated by &b) and Hx,y(b)

more complex as the input signal data is more duevé is histogram of pixel position (x, y). Then SMOMfided
video, instead of that if we use offline video yst®m and as given in Eq. (3),
generates frames for image processing. Video aradjém

Processing Block set supports a stream processingMOM(x, y, k) = {b1, b2 ...bk} Eqg. (3)
architecture in MATLAB. Where 0< bk< B

Video and Image Processing Block set contains For0O<x <M
video-specific algorithms, including motion analysi ForO<y<H
techniques such as optical flow, block matchingd an
template matching. From this video, we take ond¢iqdar ESTM algorithm used to measure the shape and
frame for analysis. texture information of image. In ESTM algorithm Edg

Then this image compare with the JAFRBap, Gabor map and Angle map of the input expressio
database image set. JAFFE database [4] include2ltBeimage consider. The edge map represents the shape
facial images of 10 Japanese females showing deasin information about the face image. The Gabor map
facial expression multiple times (happiness, Angeharacterises relative texture information andahegles of

Neutral, Sadness, Disgust, Fear and Surprise). the edge points provides additional information wthtbe
Human facial expression varies from person sieape.
person. However, movement or change in facial featu Where edge map E(x, y) used for shape while

calculates expression. Which shows that it is pers@xture is characterised by the Gabor Wavelet dred t
dependent and affected by different characteristich as gradient direction of each pixel through Gabor n&(,
position, potion and shape of facial feature. y) and the Angle map A(X, V).

Our objective is real time facial emotion To calculate Gabor map G(X, y), Angle map A(X,
recognition for state of mind detection of humay). and Edge map E(x, y) corresponding shape, textur
Therefore, we take live streaming input from webeard Hausdorff distance H(A, B) is as show in Eq. (4),
then this video converted into image frame usinglata
tools. But frame images is in RGB format we have to H(A, B) = max ( hst(A,B), hst(B, A)) Eq. (4)
convert it into a grey format because grey imagte to
process as compared to RGB. Finally, our input ienfag Where,

SMOM and ESTM algorithm is ready. Using this A and B is two human face image and hst(A,B) is
algorithm, we detect the face and extract tigected shape, texture Hausdorff distance.
corresponding facial feature of the image. Thenthwi After construction of SMOM and ESTM, we find

reference to the database facial feature pointridhgo the difference between the facial expressions guery
select the particular emotion for that image. Aft@put

completing all analysis, an input image is themesidn a

database for future use so that accuracy of thersygets Dm(f(x, y), I) =X> q(u’). | f(x, y)- SMOMI (x, v, u’)|

increases time to time. Eqg. (5)
For facial feature extraction, we used SMOM Where < x < (M —1)

model, it based on the probability of repetition pxel 0<y<(N-1)

values of each pixel location for all database imag SMOM based on the statistical properties of the

Consider that the number of database trainirgjning image set at each position, while ESTM edep
images equal to N and the size of an image is M*H,  upon the shape, texture relations within a neighfmoed
in the spatial domain. Hence, they are complemgritar
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each other. SMOM and ESTM algorithm extract theéalaconvert it into a gray scale image. Then enhanoéme

feature and then it will match this feature, databeature edge smoothing like basic operation applied on ay gr

set and show result as a respective state of nfihdroan. scale image to get a proper input image for emotion
In addition, we add the created database to detection. After that, we extract the different iddc

main database so that we can increase the accaraext features from this image and compare those featitte

time and it will reduce the processing time. database and according to that, it will decide fisal
This system implemented on MATLAB R2010amotion of input image.

version. To interface a camera different image @seing Different three videos, which will have a

toolbox available in Matlab. Using this toolbox, wan different facial structure, applied to the systemd aget

gets real time video input for the system througtbeam state of mind of that video as neutral, happy angrise

or external camera. output for this input video simultaneously.

4.2. Block Diagram e
L‘v ! !
S‘u:aming e i i
-
‘ Loopback 'i
Input -
Image frame
) e o oLl IRY
R R . Fig 5: Result of State of mind for first Video
ace ye
RGB to Grey |—J) Detection — Detection — Dll:tection
- o Figure 12
|—‘ e T O e P s
y - v e
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L
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2) & o N
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Fig 3:Block Diagram of Proposed System

5. SSIMULATION RESULTS

£ £
For the simulation, we used different video so thatcan g g
analyse the accuracy and gets more real time re - : i
Matlab software used so we can only use .avi viileo __ e e
format, as it does not support other format video = e
processing. Therefore, we convert video to .awinarif it ‘["m'.",‘
is in other format. We perform the simulation irreth
basic steps; initially we applied the video inpot the
system for selection of some random frames froms thi
video. Obtain frames from video are colourful, as w
know colour image are more complex for process so w

Fig 7: Result of State of mind for third video l
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5.1. Summary [4] Saumil Srivastaval, “Real Time Facial Expression

_ . Recognition Using A Novel Method", The

The graphical representation of performance meassre |nerpational Journal of Multimedia Its Application

shown in the bar chart graph (IIMA) Vol.4, No.2, April 2012.

[5] JawadNagi, Syed Khaleel Ahmed, FarrukhNagi “A
MATLAB based Face Recognition System using
Image Processing and Neural Networks", 4th

10 International Colloquium on Signal Processing aad i

c Applications, March 7-9, 2008, Kuala Lumpur,
Malaysia.

0 [6] Usman Tariq, Student Member, IEEE, Kai-Hsiang

Lin, Zhen Li, Xi Zhou, Zhaowen Wang, Vuong Le,
Category 1 Category 2 Category 3 Category 4 Student Member, IEEE, Thomas S. Huang, Life
Fellow, IEEE, XutaoLv, and Tony X. Han,
“Recognizing Emotions From an Ensemble of
Features", IEEE Transactions On Systems, Man, And
Cybernetics Part B: Cybernetics, Vol. 42, No. 4,
August 2012.
[7] Marc Lanze Ivan C. Dy, Ilvan Vener L. Espinosa, Paul
Patrick V. Go, Charles Martin M. Mendez, Jocelynn
6. CONCLUSION W. Cu, “Multimodal Emotion Recognition Using a
Research in artificial intelligence is need of fetu  Spontaneous Filipino Emotion Database", IEEE 978-
development of human computer interaction based 1-4244-7570-4/10, August2010. o
applications. In this paper we present a technigaréch [8] Usman Tariq, Kai-Hsiang Lin, Zhen Li, Xi Zhou,
help to make small step towards perfect robot to Zhaowen Wang, ‘Recognizing Emotions from an
understand human feelings. We study different image Ensemble of Features”, IEEE VOL. 42, NO. 4,
processing technique, which used for facial feature August2012.
extraction and emotion recognition. Comparing &l Songfan Yang, Student Member, IEEE, and
techniques, we select SMOM and ESTM algorithm for B|rB_hanu, Fell_ow, IEEE Unc_ierstand|ng_D|screte
state of mind detection. Facial "Expressmns in V|(_1e0 Using an Emotion Avatar
In this system we applied the video to system and Image”, |EEE Transactions on Systems, Man, and

. . ! ! CyberneticsPart B: Cybernetics, Vol. 42, No. 4,
get input image for analyse of state of mind. Injpuage August 2012.

converted to gray format and enhanced so that we ]MajaPantic, Student Member, IEEE, and Leon J.M.

more accurate emotion recognition. For set of viflao Rothkrantz’ |EEE “Automatié Anal,ysis of Facial

different emotion, then applied to this system ardget Expressions: The State of the Art", IEEE Transaxstio

corresponding state of mind of that particular inyideo. on Pattern Analysis and Machine Intelligence, Vol.
In future work, we will increasing the accuracy 22 No. 12, December 2000.

and ability of the constrained local model to defecial [11]Shinichiro Sumi, JuriOinuma*, Kaoru Arakawa**,

Happy Sad Neutral

Fig 8: Result for different set of video

feature points by modifying the training databas®.  and Hiroshi Harashima, “Interactive Evolutionary
addition, we will reduce effect of environment paeier, Image Processing for Face Beautification Using
which will affect the outcomes like shadow, ligltt.e Smaller Population Size", 2012 IEEE International

Symposium on Intelligent Signal Processing and
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