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Abstract-Image distance measure is the method of companiognhages in content based image retrieval syst@mstent
points out to any information that can be derivearf the image itself. The present study discussgesentation of various
features like color, texture and shape in the indagabases and various distance measure used pamothe feature vectors
to rank images according to the user interest. €&hof appropriate similarity measure plays an irtgrdrrole in reflecting the
user interest in the result production procese@ien of distance measure depends highly uponaydedimensionality of
feature vector. The presents study provides thaildgtvarious similarity measures and their effentthe performance of

image retrieval systems.

1. INTRODUCTION

Earlier, techniques to search images from largdesca
database were based on textual annotation of images
Textual annotation of images is a technique in Wwhic
images were first annotated with text and then chest
using a text based approach from traditional daaba
management system which is a manual task. Anngtatin
images manually requires huge amount of manualrlabo
and is very big-budget task. Annotating image catghy
depends on the annotation understanding whicmsnea
different people may interpret same image diffdyeand
this is the reason which cause mismatches in velrie
processes. The difficulties faced by text-basedienl
became increasingly more severe as they are lintited
search the metadata that is tagged to the imagédeo
which means data will not return if text queried nist
annotated with the same tag as attached with intage
video or if the desired object is not a main pdrithe
image or video [4].

Resultantly, need to manage these images and Itliate
target images in response to queries of user hasnie a
noteworthy problem [1]. This need formed the driyin
force behind the emergence of content based image
retrieval techniques in early 1990’s. Content base@ns
technology makes direct use of the content of image
video. Content based image retrieval is also kn@sn
content based visual information retrieval (CBVIB)d
query based image content (QBIC).

Content based image retrieval extract the featidr¢h®
image or video themselves rather than the userrgtte
metadata which means the technique is independient o
manual work[1][2].

2. IMAGE DISTANCE MEASUURE

A. Dimensions. Color, Texture, shape

Image distance measure uses various dimensionsasuch
color, texture and shape to compare the similaftywo
images [3]. If distance is zero it shows that imaggches
exactly with the query. Distance greater than zedicates
various degrees of similarities between the images.

3. COLOR SIMILARITY MEASURE

Color similarity measure is one of the most widaked
techniques as it does not rely on image size ormgéma
orientation. It compares the color content of onegde
with the color content of other image.

IBM developed earliest commercial content basedgana
retrieval system known as query by image conte B ().

It helps user while giving query as they can specif
percentage of color by selecting up to five colfsmn a
provided color table and can also indicate the rddsi
percentage of each color. QBIC gives the image ithat
closest with the image having specified colors. thages
returned as a result have very different compasitieven

if colors in those images are very similar.

A. Color Histogram:

Another technique, color histogram is used toesent
color [4]. In this technique user gives a samplagmand
image with low color histogram distance is return@&IC
defines its color histogram distance as-

d nise (1, Q) = (R(1) = (@) A(R(1) -
Q@) (@)
where, h(l) and h(Q) are the k-bin histograms cdges |
and Q respectively, A is a k x k similarity matrix.
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Similarity values in this matrix can be close t@®a@r close
to or equal to zero. In matrix similar colors shibllave
similarity values close to one on the other harftedint
color should have similarity values close to or @qio
zero.

B. Color Layout
It is another possible distance measure. In thibrtigue,
to represent a query user begins with an empty gnidl
selects colors for each of the grid squares frotakde.
Now, according to the color layout distance meashee
images that were estimated most similar to the yqueit
be returned as results. This measure uses a gudresq
color distance measure in which a grid is used. Neagh
grid square of the query is compared with the grdare
of an image that is matched and then the resaotinsbined
to give a single image distance.

agridden_colw(lﬁ Q) = Zg a COlOT(Cl(g). CQ(Q))

(2)

where, ¢(g) represents the color in grid square g of a
database image | and®@) represents the color in the
corresponding grid square g of the query image Q.
Colors in a grid square can be represented as:-
1. mean color in the grid square
2. mean and standard deviation of color
3. a multi-bin histogram of the color

4. TEXTURE SIMILARITY MEASURE

Image should have similar spatial arrangement®lofrs if
it has similar texture to a query[5]. In texturemdar
measure, distance does not depend on color ofntagd.
For color and texture similarities distance measuran
also be developed.

There are two features of texture distance measures

1. Texture representation

2. Defines similarity in connection with that repeatation.
For summarizing the texture of an image, texture
description vector is used. It is a texture repmes@n.
Examples of texture description vector are vectér o
Haralicks’s five co-occurrence-based texture fesgtumnd
Laws’ nine texture energy features. It is commounded
for single texture images. For more general images,
calculate texture description vector at each pakedut that
pixel. A clustering algorithm is used to group ttigels. It
finds different texture categories and assigns thamique
class. As pixels can be assigned a unique class tha be
various texture distances which can be defined. @rbe
texture distances is pick-and-click distance. Usaects a
texture from fixed set or by clicking on a pixeltbe query
image having a textured region. Now, texture desom
vector is used for the representation of seleagtiite. As
texture description vectors are correlated wittabase so

selected texture is compare with it. The distaneasure is
defined by:-
d pickana, ., (1 Q) = ming; [IT@) = T(Q)I|?

. ® |
where T (i) is the texture description vector atepil of
image | and T (Q) is the texture description veovdr
selected texture or selected pixel. For achieviagtefr
retrieval, process of indexing can also be used.

Another texture measure is a generalization ofgttiéded
measures. In this measure same method is appli¢iketo
query image as well as the database image. Method
involves calculating texture description vectorgigcing a
grid over a query image. The gridded texture distais
given by:-
dgriddedtexture a0 =

Zg Eitextur(e (TI (g): TQ (g)) (4)
where, &.ure Can be Euclidean distance or some other
distance metric.

A. Texture Histogram

Texture histogram is similar to color histogram.vadtage
of texture histograms is rotation invariance[6]sptecifies
number of pixels in each texture category accordimg
their texture description vector. A line finder tisxture
histogram measure. In this measure angles are tosed
produce texture histogram. It is mostly used tedeline
segment. At first, pair of line segment that towchalmost
touch are searched and then angle between thoseipai
calculated.

5. SHAPE SIMILARITY MEASURE

Shape is not the feature of an image. It is assatiwith
the region of an image. For shape similarity measur
identification of a region is required. In mosttbe cases
this is done manually but automated segmentaticisis
possible. Many times, shape similarity measures are
invariant to translation and to size but in someesa
rotational invariance is also needed. It meansablgen be
identified in any orientation. There are three gatées in
shape measures. Shape histogram, that exclude srtizate
cannot be matched but it have some flaws[7]. Boonda
techniques, it is more specific and forms a boupddra
shape and then search images with similar bourglarie
Sketch matching, it is even more specific and $efocset

of images involving one or more than one objectt tha
matches with a given query. These three categauies
explained below:-

A. Shape Histogram
Projection matching is one of the histogram matghim
which horizontal and vertical projection of shapesised.
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Let, number of rows in a shape is m and number of
columns is n. In the histogram every row and column
becomes a bin. Bin stores count that is numbermkéls

in that row and column. Thus results in a histogedm+n
bins but is only useful if the shapes are of saize.s
Fixing number of row bins and number column binp&e
to make projection matching size invariant. Alsogject
matching is rotationally variant. To make it roteially
invariant, axes of best-fitting ellipse is computedl shape

is rotated until major axis is vertical. Number pafssible
rotations is two since we are not aware of the dbphe
shape. Numbers of possible rotations are four fomand
minor axes are about the same length. If the coedput
histogram distance becomes too large incorrectioots
can be ruled out. It is preferred to choose birhwite
largest count to be the first bin.

B. Boundary matching
In boundary matching algorithm boundaries of thergu
shape is represented. In discrete case, shappreseated
by a sequence of m points <, W4, ..... Vi1 >. From this
sequence of points, a sequence of unit vectgrand a
sequence of cumulative differencgsite computed.
_ Vir1 — Vi

Vg =

X |Vk+1 - VK |

Lo = ) Vi =Viy |,k>0
i=1

To define a shape distance measure we use dessr{ato

Ms Qrensens av) The Fourier distance measure is given by
dFou‘rier (I: Q) = [ %:—M |a1 -
a2 (3)

where Q is the query shape and | is the image stmape
compared to Q.

C. Sketch Matching

It searches for full color or gray-scale images tmatch
with given query shape. Query in this is a rougétchk of
the major edges in an image. To obtain an interatedi
form the color images are preprocessed. Immediata is
known as abstract image.

The query image is converted to the normalized, size
binarized, thinned, shrunk which is known as lingetch.
A matching algorithm is used to match the lineagtsk
and abstract image. Both the images are dividea gnd

squares and for grid square of query image coroelas
computed with respect to grid square of databassém
The result for that query is given by maximum clatien
over all the shifts.

6. CONCLUSION

In this paper, we have described effect of sintyari
measures on image retrieval systems in variousriiioas
namely, color, texture and shape. Working of ddfer
similarity measures and measures that are morefispiec
terms of obtaining output of a query image is eixé.
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