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Abstract—Handwritten character recognition is a translatigmablem of human writings into machine-editat@gttformat. In
this paper, Convolutional Neural Networks (CNNpiesented for handwritten character recognitiomddaitten character was
transformed into graphs based on its underlyindesée structure. Edges of the extracted graph wategorized into shape types
and vertices were extracted from each of the edgdsheir layer wise evaluation using deep learniatching procedure of the
graph was performed in Convolutional Neural Netveof€NN) approach. Performance evaluation of thep@ed method was
conducted using validated kaggle dataset whichueleckmbiguous and unidentified writing samples. Uige of neural network

can improve the quality of recognition while achieygood performance and encouraging.
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I. INTRODUCTION

The purpose of this project is to take hantemi English
characters as input, process the character, ttenneural
network algorithm, to recognize the pattern or cgtiee of
characters, and matches the character or the oufilutthe
desired input. Pattern recognition is perhaps tbstroommon
use of neural networks. The neural network is priesewith a
input which contains the pattern information, tbigild be an
image, and hand written data. The neural netwak tittempts
to determine if the input data matches a pattean ttie neural

e The activity of each hidden unit is determined by t
activities of the input units and the weights or th
connections between the input and the hidden units.

e The behaviour of the output units depends on the
activity of the hidden units and the weights betwee
the hidden and output units.

This simple type of network is interesting becatkee hidden
units are free to construct their own representatiof the
input. The weights between the input and the hiddeits
determine when each hidden unit is active, and g0 b
modifying these weights, a hidden unit can choos&twit

network has mentioned. A neural network trained forrepresents.

classification is designed to take input sampled elassify
them into groups. These input groups may be fuathout
clearly defined boundaries. This project concemteating free
handwritten characters.
II. NEURAL NETWORKS

Neural network is a system inspired by humaainbr
function, consists of neurons connected in parallith the
ability to learn. A basic design of neural netwdr&s input
layer, hidden layer, and output layer. Neural nekspwith
their remarkable ability to derive meaning from gqdicated
or imprecise data, can be used to extract pattedhdetect
trends that are too complex to be noticed by eithenans or
other computer techniques. A trained neural netwaak be
thought of as an “expert” in the category of infation it has
been to analyze. Neural networks are particuladgful for
solving problems that cannot be expressed as essefisteps,
such as recognizing patterns, classifying them igitoups,
series prediction and data mining.

. NETWORK LAYERS
The commonest type of artificial neural netikvoonsists of
three groups, or layers, of units: a layer ofptt” units is
connected to a layer ohidden” units, which is connected to a
layer of “output” units.(Figure 1)

e The activity of the input units represents the raw

information that is fed into the network.

Hidden layer

Qutputs

Figure 1
IV. CONVOLUTIONAL NEURAL NETWORKS

A special type Neural Networks that works in tlaens way
of a regular neural network except that it has avotution
layer at the beginning. A convolutional neural natkv
consists of an input and an output layer, as weal a
multiple hidden layers. The hidden layers of a Ctypically
consist of convolutional layers, RELU layer i.e.tization
function, pooling layers, fully connected layersdasoftmax
layers.

V. DATASET
In handwritten character recognition we have udbd
EMNIST dataset. The EMNIST dataset is a set of haitiebn
character, which is derived from the NIST Speciatd3et 19
and are converted into a 28x28 pixel image formal dataset
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structure, which directly matches the MNIST dataget we
known the MNIST dataset has become a standard bear&h
for learning, classification and computer visionsteyns.

holes present in it are the operations executatiénast two
stages to generating the pre-processed image.
First, we need to add a little bit of variancehe tlata since the

Whenever we get a new image, it is compared with thimages from the dataset are very organized andhicolittle to

database that is already stored in the system.

0123456789 .. 715 776 777 778 7719 7680 781 782 783 784

0o28000000000. 0 0 0 0 0 0 0 0 0 0
{1t 7000000000. 0 0 0O 0 0 O O O 0 0
216000000000.. 0 0 0 0 0 0 0 0 0 0
3%000000000. 0 0 0 0 0 0 0 0 0 0
¢4 22000000000.. 0 0 0 0 0 0 0 0 0 0

5 rows x 785 columns

A. Letters Dataset
The EMNIST dataset of letters consists a balanetdfthe
uppercase and lowercase letters into a singleldéses.

* Train:88,800

¢ Test:14,800

« Total:103,600
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VI. EXPERIMENTAL DATASET AND OBSERVATION
For recognizing the handwritten characters we hased
Convolutional Neural Network. There are severahtégues
and processes that are used to get a successfanoeit The
techniques or the processes that are used as tleeyasa
follows:

A. Pre-processing

The pre-processing is s series of operations whigh
performed on the scanned input image. It essentalhances
the image rendering it. The dilation of an imagd &lting the

no noise. We're going to do a random combinationthegf
following to the images:

e Crop parts of the image

*  Flip image horizontally

e Adjust hue, contrast and saturation

B. Splitting Our Dataset

It takes a long time to calculate the gradient k¢ tnodel

using the entirety of a large dataset . We theeetaill use a
small batch of images during each iteration of dp&mizer.

The batch size is normally 32 or-64we’ll use 256 since we
have fairly a large number of images . The datésehen

divided into training set containing 88,800 images] test set
containing 14,800 images.

C. Building A Convolutional Network

Now that we're done pre-processing and splitting dataset
we can start implementing our neural network. Wegoeng to
have 2 convolution layers with 2 x 2 max-poolingtei that,
we add 1 fully connected layers. Since the inputfudfy

connected layers should be two dimensional, andtiyeut of
convolution layer is four dimensional, we need atténing
layer between them. At the very end of the fullyhmected
layers is a softmax layer.

1. Pooling Layer

Pooling(Subsampling) serves to change the inpttifeanto a
representation of statistical results of the fesguaround it.
Most of the subsampling on CNN uses Max poolirtg.
function is to reduce the spatial size of the repngation or
reduce the amount of parameters and computatiothén
network and to also control over fitting. This layeperates
independently on every depth slice of the input esgizes it
spatially, using the MAX operation.

Max-pooling: A technique used to reduce the dimensions of an
image by taking the maximum pixel value of a giitlis also
helps reduce overfitting and makes the model mamrewgc.
The example below show how 2 x 2 max pooling works.

Single depth slice

( 171124
max pool with 2x2 filters
5,6 |78 and stride 2 6|8
31210 3|4
112|134
y

Figure 2

D. Training The Network
For training the model we have used different kioflgyers
that are as follows:

1. Dropout Layer

The original paper on Dropout provides experimental
results on a suite of standard machine learning
problems. As a result they provide a number ofulsef
heuristics to consider when using dropout in pcacti
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» Generally, use a small dropout value of 20%-50% oidata that you then pass through the artificial alenetwork to
neurons with 20% providing a good starting point. Ahave it processed further. The flattening stepeisded so that
probability too low has minimal effect and a valueyou can make use of fully connected layers aftemeso
too high results in under-learning by the network. convolutional layers. Fully connected layers dbate a local

+ Use a larger network. You are likely to get betterlimitation like convolutional layers (which only serve some
performance when dropout is used on a largelocal part of an image by using convolutional fife This
network, giving the model more of an opportunity tomeans you can combine all the found local featwieshe
learn independent representations. previous convolutional layers. Each feature mamokhin the

« Use dropout on incoming (visible) as well as hiddenoutput of a CNN layer is a "flattened” 2D array atesl by
units. Application of dropout at each layer of the adding the results of multiple 2D kernels (onedach channel
network has shown good results. in the input layer).

 Use a large learning rate with decay and a large
momentum. Increase your learning rate by a fadtor o E- ACTIVATION FUNCTION — RELU . .

10 to 100 and use a high momentum value of 0.9 of he sigmoid is not the only kind of smooth activatfunction
0.99. used for neural networks. Recently, a very simpiaction

.+ Constrain the size of network weights. A |argecalled rec.tifier linear unit (ReLU) beqame very popular
learning rate can result in very large network Wesg ~ Pecause it generates very good experimental reaotisthe
Imposing a constraint on the size of network wegght Nonlinear function is represented in the followiggaph. As
such as max-norm regularization with a size of & or W€ can see in the following graph, the functiorzeso for

has been shown to improve results. negative values, and it grows linearly for positiedues. A
relu function is defined as:
2. Dense Layer . f(x) — max (O,x)
A dense layer is just a regular layer of neuronsineural -

network. Each neuron receives input from all theraes in

the previous layer, thus densely connected. Therlags a
weight matrixW, a bias vectob, and the activations of 4
previous layes.

A dense layer represents a matrix vector multitibca
(assuming your batch size is 1) The values in tladrimnare
the trainable parameters which get updated duriagkb
propagation. 1
uT W, WeRnxmuT.W, WERNxm

So you get a m dimensional vector as output. A eldager
thus is used to change the dimensions of your vecto Figure 5
Mathematically speaking, it applies a rotation, liscg VIl. RESULT

translation transform to your vector. We then made the computer interpret 145,600 unknown
3. Flatten Layer images and got an accuracy of 90.2% (9022 / 10600@he
test data in 50 iterations. Also, an analysis gfegimental
result has been performed and shown in fig.

Flattening
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Epoch 58/50

o] - 225 - loss: 9.2856 - acc: 2.99840 - val loss: 0.2716 - val acc: 8.9170
% Test loss: 9.2064275471470418

o Test accuracy: 9.8021555510547743

[

Pooled Feature Map

Figure 3

VIIl. CONCLUSION
The convolutional neural network based handwrittearacter
recognition has been introduced in this paper fassifying
and recognizing the 26 English alphabets. The Exertal
results shown that the machine has successfulbgrezed the
Handwritten English characters with the highestogaition
accuracy of 90.2%. The handwritten recognition eyst
described in this paper will find applications handwritten
names recognition, document reading, conversionawoy
handwritten document into structural text form apadstal
Input ayer of a future ANN address recognition.
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The reason we do this is that we're going to neddsert this
data into an artificial neural network later on.
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