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Abstract-Now-a-days, the work of human is replaced by tHeotoGenerally, robots are programmed to perform
specific tasks which humans cannot. To increaseusige of robots where conditions are not certairh g fire
fighting or rescue operations, robots can be makiehwfollow the instruction of human operator aretfprm the
task. In this way decisions are taken accordinth¢oworking conditions by the operator and the fagkerformed

by the robots. Thus, we can use these robots forpeithose tasks that may be harmful for humanss paper
describes about the gesture control robot whichbmacontrolled by your normal hand gesture. A MEBE&hsor
was used to carry out this and also an Ultrasagmsar for convinced operation. In order to full-6ilir requirement

a program has been written and executed using aocaictroller system. Upon noticing the results of
experimentation proves that our gesture formulasésy competent and it's also enhance the natural ofa
intelligence and also assembled in a simple harelwiacuit.

Keywords- Arduino Uno; Accelerometer; RF Modules; Gestureogmition; MEMS accelerometer; Liquid
CrystalDisplay.

1. INTRODUCTION

Technology is the word coined for the practical leggpion of scientific knowledge in the industryhd
advancement in technology cannot be justified wnless used for leveraging the user’s purposehmetogy, is
today, imbibed for accomplishment of several tasfkgaried complexity, in almost all walks of lifn recent years,
robotics is a current emerging technology in theldfiof science. A number of universities in the Moare
developing new things in this field. Robotics ig thew booming field, which will be of great usestuciety in the
coming years. Though robots can be a replacemehtrtmans, they still need to be controlled by humitsedf.
Robots can be wired or wireless, both having arotiat device. Gesture recognition has been a reseaea which
received much attention from many research comnmgnisuch as human computer interaction and image
processing. The increase in human-machine interatin our daily lives has made user interface neldgy
progressively more important. Physical gesturestagiive expressions will greatly ease the intéicacprocess and
enable humans to more naturally command computarsachines. For example, in tele-robotics, slaymt® have
been demonstrated to follow the master's hand mstiemotely. Other proposed applications of reaggihand
gestures include character-recognition in 3-D spesteg inertial sensors gesture recognition to robra television
set remotely enabling a hand as a 3-D mouse amgj iisind gestures as a control mechanism in viraaity. It
can also be used for the improvement of interadtiestveen two humans.

The robot moves depending on the gesture made lnyhand and from a distance. The objective of phaiger is to
build a wireless gesture control robot using Arauimccelerometer, RF transmitter and receiver nedlhe
Arduino Uno microcontroller reads the analog outgalties i.e., x-axis and y-axis values of the aoeheter and
converts that analog value to respective digitdueiaThe digital values are processed by the Amluimo
microcontroller and according to the tilt of thecalerometer sensor mounted on hand, it sends theneads to the
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RF transmitter which is received by the transmittied is processed at the receiver end which dthesnotor to a
particular direction. The robot moves forward, baakd, right and left when we tilt our palm to fomdabackward,
right and left respectively. The robot stops whda parallel to the ground.

2. LITERATURE SURVEY

2.1 Land mine detection

Humanitarian landmine detection and removal hasineca serious global issue. In order to make tlgsion
successful, landmine detection and removal rataldhbe nearly 100%. The manual landmine detectiod a
removal is still carried out for reasons of thaatgility, however it is very slow method. In additi, the detection
rate is very poor and at the same time, it is denygerous for the life of the operating person@el. research team
has developed a robot assisted mine detection mhettad is safe, more accurate and faster than rhametiod (
Nonami, K. et al. 2003). Metal detectors are cozr®d as the most reliable sensors for mine detestiork.
However, landmine detection performance of the hugectors is highly dependent on the distancevéat the
sensor heads and the buried landmines.
Dawson et al., propose the use of a sharpenec fdrobdo not describe the approach in detail [hhH3i et al.,
describe a mechatronics solution for measuring dtifness of soil using a bayonet attached to aexts
manipulator [2]. The most recent work on this metlwoposes the use of a robot to insert a comlsiéeees of
ultrasonically vibrating probes into the soil [3he probes are in the form of hollow tubes thatordy measure the
stiffness of the soil but also scratch the surfacéhe buried objects and transfer the dust to miahire onboard
mass spectrometer to determine whether the suidaaelastic, metal, wood, or other material theat be used in
landmines.

2.2 Gesture controlled Wheelchair

Unfortunately, the number of disabled people igeasing by tragic accidents. Some victims of thedsnts
are suffering from abnormal life with serious spimguries. According to a recent study 5,596,0@®ple in the
India live with paralysis. About one million, 16% these people cannot carry out daily task withoantinuous
help.

2.2.1 Head Motion Controlled Power Wheelchair

The Electric powered wheelchair is controlled bpdheontrol device. It uses head movements detdigted
the motion data obtained from the gyroscope of amtive sensor [4]. It has two control modes, onelenases
only one head movement (‘up’ or ‘down’) and theestbne employs four head movements (‘up’, ‘downight'and
‘left’).

Fig.1. Head controller

2.2.2 Robot Wheelchair Using Eye Blink Sensors/sswlerometer
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This technique is used for driving a wheelchairusing persons eye blinking. In this project Robotic
wheelchair user’'s eye blink and head tilt movementsteer the wheelchair [5]. But for the detectmineye
movement we need IR sensors and IR sensors cae gallinctions some times to eyes since eye blghkannot
be controlled for a longtime. IR sensors are alam 40 damage the eye. Therefore this wheelchainois
comfortable to patient.

2.2.3Designing and Modeling of Voice Controlled Wheeicha

The methodology of this technique is that, wherr gpeaks commands, a microphone detects the dhbrati
of vocal cord. This microphone is interfaced witG Bnd using user voice commands wheelchair is clbed: But
this system couldbe unstable for powered wheeldwuaitrol in noisy environments [6].

Fig.2. Voice activated powered wheelchair

2.2.4 Heavy lifts and cranes

In household automation a gesture based systeevilaped in which we can control application in bueise
with the help of gestures [7]. This system is chbs “Hand mote”. It is useful for physically crealbed people to
access the household applications without movinthéoactual location. The purpose behind developrokthis
system is to control the heavy lifting equipmemtsif a distance through which the operator can ebsthe loads.
The control takes place through hand gesture. ©healer person needs to input the gesture commémdvhich
the crane response through actuators. There iskaofilife for operating cranes and other instrutaesit some
places. Many people have lost their lives due tlurka of the cranes. Due to such reasons remotéraibing is
necessary. Remote controlling is possible througbleéss communication.

3. PROPOSED SYSTEM
The whole technology is divided into two sectiome ds transmitter section and other is receiveti@acThe

circuit diagram and the transmitter prototype igvgh in figure 1.and figure 2.
3.1 Transmitter
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Fig.3. Block diagram of transmitter

The given above transmitting block diagram whichtes the main blocks are:

MEMS Accelerometer

ADC

Crystal Oscillator

RF Transmitter

RF Encoder

. LED Indicators

The diagram indicates the transmitting section whicludes an accelerometer whose output is inimootis form
as the encoder can only understands the digital watare using the comparator for converting tredogndata to
digital data and this data is to be transmittedvgoare using radio transmitter which transmits skeal data
converted by the encoder from parallel data. Farveding the analog data to digital data and tlagads to be
transmitted so we are using radio transmitter whiahsmits the serial data converted by the encfrder parallel
data.

TP oO0T Y

3.2 Receiver
Resulted pover supply
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Fig.4. Block diagram of receiver

The above receiving block diagram which contaimsrttain blocks are:
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a. RFreceiver

b. RF decoder

c. Crystal oscillator
d. DC motor

e. DC motor driver
It indicates the receiver section the transmittathdy the transmitter is received by the RF remreand the serial
data is given as input to the decoder which cosveré serial data to parallel data and is giveinpst to the
microcontroller which consists of a predefined perg to fulfill our task, depending upon the dateereed the
controller generates some signals to the motoedti¥D etc. here the motor driver is to drive thetons and here
LED is used for the purpose of some specific intiice.

4. CONCLUSION

The main purpose behind this papethés development of a portable device used to genetesired
commands by hand gesture motions controlled bytrelgic devices without any limitations. In this papve have
shortly explained the different technologies that be used to control the robot using hand gesatencludes the
land mine detection that can be done by using naet@ctor sensor. Then the gesture controlled witegt can be
controlled by head motions, eye blink and voicévatéd power. Finally the heavy lift cranes the m@iirpose is to
control the heavy lifting equipments from a distaticrough which the operator can observe the INag: in order
to overcome the certain limitations we have desdfila non specific person gesture recognition sysisimg
MEMS accelerometers. The sign sequence of the gestextracted as the classifying feature as #@stuge code.
In order to enhance the performance of recognisgstem the accuracy and more gesture methods will
investigated in future works.GPS system can beatiwéhe robot by the help of which its locatiom d¢ze tracked.
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