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Abstract-This Grid computing is a form of distributed computing that involves coordinating and sharing 

computing, application, data, storage, or network resources across dynamic and geographically dispersed 

organizations. Grid technologies promise to change the way organizations tackle complex computational 

problems. Grid Computing got its name because it strives for an ideal scenario in which the CPU cycles and 

storage of millions of systems across a worldwide network function as a flexible, readily accessible pool that 

could be harnessed by anyone who needs it, similar to the way power companies and their users share the 

electrical grid. 

In this project we are interested to show the potential use of Grid Computing in small organization to 

reduce the time required to perform particular task & use the resources efficiently. We are developing the ‘3-tier 

Architecture’  Distributed Network that is intend to integrate various Mathematical Applications Virtually. In 

first tier we are developing the User side Interface. In this we are accepting the Computing task from User i.e. a 

mathematical expression. Second tier is very crucial part of this Project, in Grid Terminology we can say it a 

Middleware or MidServer Node. This receives the task from User, redirects it to appropriate workstation, 

according to Operation over the Network, collects the result, return it to User. Third tier comprises the End 

Servers which participates by doing actual computing. These servers are doing specific Task. For example 

Addition, Multiplicationetc. These will receive the Task from Master, Computes the result & returns the Result. 

 

Index Terms Grid Computing, MidServer, Distributed Network, Network computing . 

1. INTRODUCTION 

1. Distributed computing 
Distributed computing is a field of computer science 

that studies distributed systems. A distributed system 
consists of multiple computers that communicate 
through a computer network. The computers interact 
with each other in order to achieve a common goal. A 
computer program that runs in a distributed system is 
called a distributed program, and distributed 
programming is the process of writing such programs. 

Distributed computing also refers to the use of 
distributed systems to solve computational problems. 
In distributed computing, a problem is divided into 
many tasks, each of which is solved by one or more 
computers, which communicate with each other by 
message passing.[2] 

 
 

 
 

2. Grid Computing  
         Grids enable the sharing, selection, and 

aggregation of a wide variety of resources including 
supercomputers, storage systems, data sources, and 
specialized devices that are geographically distributed 
and owned by different organizations for solving 
large-scale computational and data intensive problems 
in science, engineering, and commerce. Thus creating 
virtual organizations and enterprises as a temporary 
alliance of enterprises or organizations that come 
together to share resources and skills, core 
competencies, or resources in order to better respond 
to business opportunities or large-scale application 
processing requirements, and whose cooperation is 
supported by computer networks.[3]                                                            
The concept of Grid computing started as a project to 
link geographically dispersed supercomputers, but 
now it has grown far beyond its original intent. The 
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Grid infrastructure can benefit many applications, 
including collaborative engineering,  distributed 
supercomputing. [I][9] 

� International 
� Commercial 

� Microsoft,IBM,HP 
� Non-Commercial 

� BOINC, Globus  
� National 

� Commercial 
� Data not Available 
� Non-Commercial 
� C-DAC’s GARUDA1.3 

 

3. Drawbacks of Existing System:          The 
existing system imposes a lot of overhead on the 
users. The primary drawbacks of the existing system 
are 

• Huge wastage of CPU cycles 

• Memory wastage 

• Bandwidth Bottleneck 

• Deals with homogeneous dataset 
 

4. Proposed System  
This project aims to solve the mathematical 

expression of user submitted task with form of string. 
This project mainly aims to view the performance of 
the computers in a network. This concept is achieved 
by using (socket and servlet programming) java. The 
main objective of this project is to get the Remote 
system configuration, the remote system current 
running processes, CPU idle time and the total 
memory of the remote system (i.e. free and usage). So 
when a task come in it will be processed immediately 
based on the performance analysis details, thereby 
increasing the processing speed and time 
efficiency[II][1].  

In SETI@HOME project researchers hope to gain as 
much insight as possible into the existence of extra-
terrestrial intelligence. Another trend associated with 
high-performance computing is Internet computing 
where Web services can be provided to address the 
needs of clients.[10] 

  The proposed system is to develop a “Grid 
Technology”. The proposed system has the following 
objectives to solve the problems in the existing 
system.  

 
� To get the Remote system configuration, CPU 

idle time and the total memory of the remote 
system (i.e. free and usage).  

� To exploit the inherent distributed nature of an 
application.  

� To decrease the turnaround/response time of a 
huge application.  

� To allow the execution of an application this is 
outside the capabilities of a single (sequential or 
parallel) architecture.  

� This project has three tier Architecture and it is 
LAN based application. 

Its perfoming four basic arithmatic operations 
that are addition, subtraction, multiplication, 
division. These operation are running on End 
Servers which are collaberativelly working with 
MidServer. 

 Fig.1.Architecture of  project.  
 
5. Parallel and distributed computing 
Distributed systems are groups of networked 

computers, which have the same goal for their work. 
The terms "concurrent computing", "parallel 
computing", and "distributed computing" have a lot of 
overlap, and no clear distinction exists between them. 
The same system may be characterized both as 
"parallel" and "distributed"; the processors in a typical 
distributed system run concurrently in parallel. 
Parallel computing may be seen as a particular tightly 
coupled form of distributed computing, and distributed 
computing may be seen as a loosely coupled form of 
parallel computing. Nevertheless, it is possible to 
roughly classify concurrent systems as "parallel" or 
"distributed" using the following criteria:[4][10] 
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� In parallel computing, all processors may have 

access to a shared memory to exchange 
information between processors. 

� In distributed computing, each processor has its own 
private memory (distributed memory). Information is 
exchanged by passing messages between the 
processors.[5] 
                                                                                                                          
The figure on the right illustrates the difference 
between distributed and parallel systems. Figure (a) is 
a schematic view of a typical distributed system; as 
usual, the system is represented as a network topology 
in which each node is a computer and each line 
connecting the nodes is a communication link. Figure  
 
 

Fig. 2 (a)–(b) A distributed system    (c) A parallel
 system. 
(b) shows the same distributed system in more detail: 
each computer has its own local memory, and 
information can be exchanged only by passing 
messages from one node to another by using the 
available communication links. Figure (c) shows a 
parallel system in which each processor has a direct 
access to a shared memory.[7] 

The situation is further complicated by the 
traditional uses of the terms parallel and distributed 
algorithm that do not quite match the above 
definitions of parallel and distributed systems; see the 
section Theoretical foundations below for more 
detailed discussion. Nevertheless, as a rule of thumb, 
high-performance parallel computation in a shared-

memory multiprocessor uses parallel algorithms while 
the coordination of a large-scale distributed system 
uses distributed algorithms.[6] 

 
 
6. Applications 

There are two main reasons for using 
distributed systems and distributed computing. First, 
the very nature of the application may require the use 
of a communication network that connects several 
computers. For example, data is produced in one 
physical location and it is needed in another location. 

Second, there are many cases in which the use of a 
single computer would be possible in principle, but the 
use of a distributed system is beneficial for practical 
reasons. For example, it may be more cost-efficient to 
obtain the desired level of performance by using a 
cluster of several low-end computers, in comparison 
with a single high-end computer. Examples of 
distributed systems and applications of distributed 
computing include the following:[8] 

 Network applications:  
� World Wide Web and peer-to-peer 

networks. 
� Massively multiplayer online games and 

virtual reality communities. 
� Distributed databases and distributed 

database management systems. 
� Real-time process control:  
� Aircraft control systems. 
� Industrial control systems. 
� Parallel computation: 

� Scientific computing, including cluster 
computing and grid computing and various 
volunteer computing projects; see the list of 
distributed computing projects. 
� Distributed rendering in computer graphics. 

CONCLUSION:   

                         Now a day’s millions of PCs are 

connected in various ways. These networked 

computers are not well utilized up to their capability. 

These unutilized computers can be used well and 

optimally using the Grid computing. Using this 

technology we don’t need super computers. In 

research organizations like ISRO, IBM uses super 

computers. These super computers are more costly 

comparing with Personnel computers. But these 
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Networked personnel computers can be well utilized 

and can be perform tasks that are commonly given to 

the super computers. This is possible because of the 

Millions of computers on the Internet can be taped. 

The implementation of the Grid Computing is difficult 

to program but once we develop the application it can 

be used to for the tenure. But the only pitfall is that all 

applications and all tasks are to be reprogrammed so 

that they can work with this Grid computing 

technique. This is more expensive work. If the heavy 

task programs that are currently being developed are 

implemented with Grid computing, then all computers 

will automatically well utilized via the network, 

provided that all computers must give security 

privileges to each other.[8] 

 

         This Project is developing five Grid features: 

1. Load distribution 

Load distribution is a computer networking method to 

distribute workload across multiple computers or a 

computer cluster, network links, central processing 

units, disk drives, or other resources, to achieve 

optimal resource utilization, maximize throughput, 

minimize response time, and avoid overload. Using 

multiple components with load distribution, instead of 

a single component, may increase reliability through 

redundancy. 

2. Virtual Integrity 

All the method invocations behave as if they were 

local computations. In particular, the client can ignore 

any question of where the service is located (this is 

oftentimes referred as location transparent)[3]. 

3. Increase in Computation capability 

A problem is divided into many tasks, each of which 

is solved by one or more computers, which 

communicate with each other by message passing. 

4. Efficient use of Computing Resources 

Allows applications to use grids to put unused 

processor cycles to work in generally loosely coupled 

or independent tasks 

5. Multi User 

Multiple users can run their applications on the server 

simultaneously. 

 

 

FUTURE SCOPE: 

In the future this application has the more scope to 

incorporate more complex operations like Digital 

Image processing, Pattern Matching, Computation of 

Complex numbers & so on. We can do it by using 

more sophisticated tools for example CORBA & RMI 

in Java. In forthcoming years we can have many 

network enabled devices. So by using this kind of 

mechanism we utilize them up to their maximum 

capacity. 
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