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Abstract: An important problem for secure group communicatienkey distribution. Most of the centralized groupy
management schemes employ high rekeying cost. wermtroduce a novel approach for computation iffit rekeying for
multicast key distribution. This approach redudes tekeying cost by employing a hybrid group kegnagement scheme
(involving both centralized and contributory key magement schemes). The group controller uses b8 Kodes, a class of
error control codes, to distribute the multicast Bgnamically. In order to avoid frequent rekeyamand when the user leaves, a
novel approach is introduced where clients recdamplie new group key with minimal computation. sThpproach ensures
forward secrecy as well as backward secrecy amtfisigntly reduces the rekeying cost and commuitoacost. This scheme

well suits wireless applications where portableickvrequire low computation.
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1. INTRODUCTION

Many group-oriented and distributed applicationseedh
security services which includes key managementhSu
applications need a secure group key to communibaie
data. This brings importance to key distributioohtgiques
For group-oriented applications, multicast is asemtial
mechanism to achieve scalable information distidout
Multicast describes communication where informatie
sent from one or more parties to a set of othetigsa In
this case, information is distributed from one ooren
senders to a set of receivers, but not to all uskttse group.
The advantage of multicast is that, it enables dbsired
applications to service many users without oveiilogich
network and resources in the server.

Security is essential for data transmission throwgh
insecure network. There are several schemes tessidne
unicast security issues but they cannot be direnttgnded

to a multicast environment. In general, multicagtia far
more vulnerable [4, 5, 6] than unicast because the
transmission takes place over multiple network cletsr A
more difficult and challenging issue arises due the
multicast group membership being dynamic. Users can
leave and join the groups, thus making the issugroiip
management more difficult in large-scale systenisoAve
need to provide Forward Secrecy and Backward Sgcrec
One of the most important issues in Multicast Siegis the
Group Key Management. Group key management, wisich i
concerned with generating and updating secret keysne

of the fundamental technologies to secure such pgrou
communications. Key management facilitates accessa
and data confidentiality by ensuring that the keged to
encrypt group communication are shared only among
legitimate group members. Thus, only legitimateugro

members can access group communications. The shared
group key can also be used for authentication. Waen
message is encrypted using the group key, the messast

be from a legitimate group member. To prevent these
problems, the following two security criteria araportant

for the group key distribution in secure multicast
communication. Forward secrecy: If a person hat def
group, the departed member cannot decrypt encrypted
messages transmitted after the leaving. Backwamekeg If

a person joins a group, he cannot decrypt encrypted
messages transmitted before the joining. The psodes
achieving forward and backward secrecy requires
redistributing the group key. This process is chlgoup
rekeying [7][13]. There are three types of groupy ke
management schemes. In centralized key manageguei,
as, group members trust a centralized server,regféo as
the key distribution center (KDC), which generatasd
distributes encryption keys. In decentralized so®nthe
task of KDC is divided among subgroup managers. In
contributory key management schemes, group menabers
trusted equally and all participate in key estdbhient
[8][12][14]. In this paper, we study how a multtayroup
key can efficiently be distributed in computatidn.this a
centralized key management model is used whereogess
keys are issued and distributed by a central groomptroller
(GC), as it has much less communication complexityen
compared to distributed key exchange protocolg. gioup
controller uses the communication,Computation dachge
resources for distributing the session key to tmeug
members. The main problem here is how the resowaes
be used to distribute the session key. This isrmedeto as
group key distribution problem. There are two apgghes
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that are generally used for distributing the ses&ry to the
group of n members. The first approach is thatgreip
controller GC shares an individual key with eaclougr
member. That key is used to encrypt a new groupi®es
key. In the second approach the group controllareshan
individual key with each subset of the group, whielm then
be used to multicast a session key to a desigrsatieset of
group members. This approach has less communicatio
computation and storage complexity when compareithdo
other approach.

For a multicast group with large number of membarg-
tree-based approach is used. This approach decempos
large group into multiple layers of subgroups wsthaller
sizes. Using this approach communication compleigty
reduced, but the storage and computation compleisity
increased.

In this paper, the main aim is to reduce the raiggost. A
new novel approach for computation efficient rekegyfor
multicast key distribution is introduced. This apgch
reduces the rekeying cost by employing a hybricugrkey
management scheme and also maintains the samatyecur
level without increasing the communication and ager
complexity. In this scheme, session keys are ertodig
error control codes. In general encoding and dexpdsing
error control code reduces the computation complexi
Thus, the computational complexity of key distribntcan
be significantly reduced.

2. LITERATUREREVIEW AND RELATED WORK

A. Computation-Efficient Multicast Key Distribution

An important problem for secure group communication
is key distribution. In this paper, a new multicdsty
distribution scheme[10] is introduced whose comiara
cost is significantly reduced. This scheme emplMBS
Codes, a class of error control codes, to disteibutlticast
key dynamically. This reduces the computation logdach
group member. When this scheme is used with key-tre
based schemes, it provides much lower computation
complexity which also maintains low and balanced
communication complexity and storage complexity for
secure dynamic multicast key distribution.

In key distribution scheme, a basic operation is to
distribute a piece of secret data to a small grofipn
members, where each shares a different key witlGtheln
the existing schemes, this is done by n encryptifmiswed
by n unicasts. In the new scheme, this is donediryguone
erasure decoding of certain MDS code, followed Img o
multicast to all n members. This is the basic kisyrithution
scheme of key distribution that is used in thisgraf his
scheme can be integrated into any key distribusici,eme,
especially the schemes based on key trees, to eethec
computation cost. The multicast group that is ussmd have
n members.

B. lolus: A Framework for Scalable Secure Multicasting

lolus approach [2] proposed the notion of hierarchy
subgroup for scalable and secure mulitcast.Inrtiéthod, a

large communication group is divided into smaller
subgroups. Each subgroup is treated almost likeparate
multicast group and is managed by a trusted grecprity
intermediary (GSI). GSI connect between the suljgg@nd
share the subgroup key with each of their subgroup
members. GSIs act as message relays and key tmassla
between the subgroups by receiving the multicastsanges
from one subgroup, decrypting them and then reoagting
them to the next subgroup after encrypting themthogy
subgroup key of the next subgroup. The GSIs are als
grouped in a top-level group that is managed bycum
security controller (GSC). Although lolus has imped the
scalability of the system, because the memberqoileave
only affect their subgroup only while the other gtdup
will not be affected. It has the drawback of affiegtdata
path. This occurs in the sense that there is a rieed
translating the data that goes from one subgroum a
thereby one key, to another. This becomes even more
problematic when it takes into account that the G& to
manage the subgroup and perform the translatiodetke
The GSI may thus becomes the bottleneck.

C. Logical Key Hierarchy

The logical key hierarchy (LKH) [11] is an efficien
approach that supports dynamic group membershifs Th
method was proposed by Wallner et al. and Wongl.et a
individually. Waller et al. discussed binary tresssd Wong
et al. discussed the generalized case - key grdplsthe
implicated ideas in their method is identical -ctmvert the
cost of communication from linearly to logarithmtiithe
group size of n. In this approach, the group cdieir¢GC)
maintains a logical key tree where each node reptesa
key encryption key (KEK). The root of the key trisethe
group key used for encrypting data in group
communications and it is shared by all users. E€agd node
of the key tree is associated with a user in the
communication group. Each user secretly maintdiaseys
related to the nodes in the path from its leaf nodie root.
We call the set of keys that a member knows thepai.
Figure 1 shows a sample of key tree. When a mefabees
the group, all the keys that the member knowsuitidlg the
group key and its key path, need to be refresheldenia
member joins the group, GC authenticates the merber
assigns it to a leaf node of the key tree. The GICsend
the new member all the keys from his/her correspand
leaf node to the root. The main reason for usirchsukey
tree is to efficiently update the group key if amier joins
or leaves the group.
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Fig.1:Logical Tree Structure.
D. Secure Group Communication Using Key Graphs

The key graph approach [3] assumes that there is a
single trusted and secure key server, and the &sepeisuses
a key graph for group key management. Key graph is
directed acyclic graph with two types of nodes:oales,
which represent users, and k-nodes, which reprdssys.
User u is given key k only when there is a diregtath
from u-node u to k-node k in the key graph. Keyetemd
key star are two important types of key graph. keg tree,
the k-nodes and u-nodes are organized as a trgestieis
a special key tree whose tree degree equals the giae.
Key star is the basic key graph approach. In askay every
member has two keys: the individual key and theigrkey.

In a key tree, the root is the group key, leaf modee
individual keys, and the other nodes are auxilkays.

A key tree is a rooted tree with the group keyas.rA
key tree contains two types of nodes: u-nodes @unta
user’s individual keys, and k-nodes containing treup
key and auxiliary keys. A user is given the indiad key
contained in its u-node as well as the keys coathin the
k-nodes on the path from its u-node to the treet.roo
Consider a group with 9 users. In this group, useris
given the three keys on its path to the root: KEB% and
k1-9. Key k9is the individual key of u9, key kl-Gise
group key that is shared by all users, and k78%ris
auxiliary key shared by u7, u8, and u9.

E. Batch Rekeying For Secure Group Communication

Batch rekeying [1] usually falls into two categarie
rekeying after a fixed time period or rekeying aftefixed
number of members have joined/departed the groymiat
to be noted is that batch rekeying provides aetwid
between performance and security. Since the GC does
perform rekeying immediately, a departing membeH wi
remain in the group longer, and a joining membes tm
wait longer to be accepted to the group.

Join/depart requests that are collected duringriaghef
interval, called the rekey interval, and they agkeyed in a
batch. Doing so not only alleviates the above issbet it

also reduces the number of group rekeying events.
Furthermore, the number of rekeying messages gedsto

be multicast to the group can be much smaller tthemn
number of rekeying messages that would be geneiéted
each membership change is to be processed indilidua
due to the overlapping in paths from the leaf noethe
root.

3. ANALYSISOF PROBLEM

We show that Hwang's conference key distribution
protocol [9] is insecure against eavesdropping omlce
participant joins a conference in progress. Betbiad, we
examine the representation of Pl by Q, y and RhEais a
sum of two 256-bit numbers, andz.. Therefore,r is a
257-bit number and Pl ¥_ + Icm(r0,....,rm) has at most
257(m+1) bits, not 256(m+1) bits. Now, since Q &dre
both 256-bit numbers, there will be cases whenaRhot be
represented by Q, y, and R as claimed in the paper.
However, since the representation of Pl has noirgeam
the security of the protocol, we suppose that Rirgdcast
as it is to the participants, and we show thatpitwocol is
insecure nonetheless.

For ease of notation and without loss of generality
suppose that U1, U2, and U3 are already in conéeresing
the session key, when U4 joins in the conference. When
U4 joins, NC sends PI &, +r4 to U4, which is observed by
Ul, U2, and U3. Now, U1, U2, and U3 all kno%, and
hence can obtain r4 by computing Fi - If U3, say, should
quit the conference after U4 joined, NC would bisst a
new session key K, +
lem(ry.rl +¢t v2 +t, r4 +t) and ¢ .However, U3
would then be able to compuie because he knows and
r4 and hence would be able to eavesdrop on theemntde
that he has just left. Similarly, a new participdis may
also follow the same line of attack by waiting far
participant to join before joining the conferenéméelf and
leaving immediately while continuing to be able to
eavesdrop. This attack works because the new ipentics
secret is only masked by an entify, which is known to all
other current participants. One way of stopping #ttack is
to send K, +r;.k; for some random numbkr , so thatr;
is never known by another participant.

4. PROPOSED WORK

In the earlier approach, the rekeying is done arev
member join or leave. The new group key is multisdgo
the group members each time by the group controller
through multicasting. Using this group key, the ugpo
controller establishes a secure multicast chanritd the
authorized group members. In this, the group ctletrC
has to communicate with the group members each time
when member leaves the group. The complexity of the
rekeying operation changes because rekeying is @bne
every member join or leave the group. This makes th
computational complexity very high. In our approatte
computational complexity can be much more reduddwb
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computational complexity can also be further reduby
reducing the no of rekeying operations.

Consider a group of n members. Usually when a membe
leaves the group rekeying operation should be padd to
compute the new group key. This increases the buate
the server to recompute the group key and oncenagai
multicast to all the members of the group. As théure of
the members in group communication is dynamic, rsg¢ve
rekeying has to happen. This is the major drawbadke
earlier approach and inorder to overcome thatntreduce
a new novel approach which makes the computation
complexity much more efficient and makes the rehkgyi
cost more significant.

For a dynamic multicast group, a session key igeids
by Group Controller (GC). The Group Controller uskis
session key to establish a secure multicast with th
authorized group members. When new members join or
leave the group, the GC reissues the new sessiptokibe
authenticated group members. This ensures seairitiye
current session and that of the old sessions. Ehahe
newly joined members cannot recover the commumioati
can not access the current session. Thus the fdrsemrecy
and backward secrecy is maintained for the group

communication is maintained.

The complexity of the rekeying operation changegnvh
new members join the group and old members leage th
group. When a new member join the group, the GC
multicast the new session key encrypted by theeatrr
session key to all the current members, followed ey
unicast to the new member to send the new sessgn k
encrypted by a predetermined encryption key shared
between the GC and the new member. Thus, with low
computation cost and communication cost a new membe
can join the group. However, when an old membevdsa
the group , the current session key cannot be tasednvey
the new session key securely, since it is knowthéoold
member.

In key distribution scheme, a basic operation as t
distribute a piece of secret data to a small gro@in
members, where each shares a different key witlGtBeln
the existing schemes, this is done by n encryptifaiswed
by n unicasts. In the new scheme, this is donedyguone
erasure decoding of certain MDS code, followed Img o
multicast to all n members. This is the basic kisyrithution
scheme of key distribution. This scheme is integtanto
any key distribution scheme, especially the schebzsed
on key trees, to reduce the computation cost. Thkicast
group that is used can have n members.

The basic scheme[10] consists of three phases:

1. Generation of MDS codes and encoding the session
key by the group controller

2. Multicasting the session key encoded MDS codd, a

3. Retrieving the session key from the MDS code by
individual members of the group.

a) Generation of MDS codes and encoding
the session key by the group controller

In this functions that is used to create MDS cduethe
group controller is initialized by the group corleo and
new member joins the group.

1) Initializing functions that is used to create MRodes
by the group controller[10]

The group controller makes both the MDS Codes C and
the one-way hash function H public.

2) Member Initial Join[10]

When a new member i is authorized to join the roat
group for the first time, the GC sends it a pdit §i ) using
a secure unicast, where si is a random elementidaca
positive integer satisfying j¢ jk for all k's , where k is a
current member of the multicast group. The pair §i ) is
called as seed key denoted by Si and is kept inGiiés
local database.

3) Rekeying[10]

Whenever some new members join or some old
members leave a multicast group, the Group Coetroll
needs to distribute a new session key to all theent
members. After an old member leaves, the GC needs t
distribute a new key to n remaining members to eachi
both forward and backward secrecy of the sessign ke
this the group controller GC executes the rekeyinmress
and sends the key to the client and when the aattbr
member of the group receives a message from thepgro
controller, it can decode the key that is sendttbyi the
group controller.

1. The GC randomly chooses a fresh element r in F,
which has not been used to generate previous keys.

2. In the remaining group of n members, for each
member i of the current group with its seed key §i ), the
GC constructs an element Cj , in GF(q) : Cji = H{sr),
where + is simple combining operation in F.

3. Using all Cj ‘s in the above step, GC construmte
word c of the (L,n) MDS code C: Set the ji th syrhbbthe
code word to be Cji.. Using an erasure decodingrilgm
for C , calculate the n corresponding message skgmnhad,
m2,... mn.

4. The GC sets the new session key k to be the firs
message symbol m1: k=m1.

5. The GC multicasts r and m2, m3..... mn.

r sl r sl

H H

Cjl Cin @Bj k |m2 |mn
j1 jn 1 2 n

Fig. 2: Rekeying-GC’s Operations.
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b) Multicasting the session key encoded MDS
code

Here the group controller multicasts ‘r' and m2,.m3
mn to the current group of ‘n’ members.

c) Retrieving the session key from the MDS
code by individual members of the group

Upon receiving r and m2, m3..... mn from the GC, an
authorized member i of the current group executes t
following steps to obtain the new session key.

1. Calculate Cj =H(si + r) with its seed key (§ i ).

2. Decode the first message symbol ml from the)(n-1
message symbols m2, .... mn, together with its wode
symbol Cji.

3. Recover new session key k, k = m1.

r =1

ml| .. min Cil

S

i1 1

[3¥)
=

Fig. 3:Rekeying- Operation of members.

When authorized user receives the value of r and m2
m3....mn from the group controller GC , each oé th
authorized user of the group again calculates thetlien
again the code word is generated. Then an effi@eagure
decoding algorithm is used to recover the new sadegy.
This recovery process is done by each authorizedafghe
group. After applying the erasure decoding algarittertain
set of codes are formed from which the new sedeigrthat
is send by the group controller is recovered. Is tacovery
process that uses MDS codes that is, theRS codeknear.
The single codeword in this is the linear combioratof all
the n original message symbols. This decoding podée
mainly used for solving the linear equation witheon
unknown. This is equivalent to an encoding openatigth
much lower computation than a general erasure degod
operation for multiple unknowns.

A.Novel approach for Computation-Efficient

Rekeying

A set of dummy user are introduced by the server
inorder to protect the size of the group (whichyplaa
critical role in our approach). The dummy usersodticed
by the server randomly join or leaves the groupwNai
anypoint of time the members in the group will be a
GrpSizeold= uj +dj — (ul + dI), where uj and uluser join
and user leave and d j and d | is dummy user joid a

dummy user leave. Inorder to protect the group key
information even when a user leaves, we considegthup

size as the critical factor. It is understood thatgroup
communication member join and member leave is a
dynamic process. When a member leaves the group key
should be redistributed and so computation cosbines
more tedious.

To calculate the new group key, the authenticatedy
member executes the following steps:

1. Initially, the GC computes the group key Grpkand
distributes to users by using the MDS Codes[10].

2. When uj no of user leaves the group, serverawiuhygl
introduces djnew and dlleave. The user uj whotheftgroup
cannot predict the group size changes that has inatte
group after he leaves.

3. Now the group size will be GrpSizenew= GrpSideol
+ uin + din — (uout + dout ) where uin is the noneémbers
joining the group, uout is the no of members legvihe
group, din is the no of dummy users joining theugrand
dout is the no of dummy users leaving the group.

4. The new group key is calculated as GrpKeynew =
GrpSizenew + GrpKey.

5. Now a new value j is calculated such that j=
GrpSizenew mod 64.

6. The new group key GrpKeynew is updated by
undergoing a cyclic shift of GrpKeynew.

The steps 2,3,4,5,6 continues when the user lethnees
group. Thus a new group key is calculated by eachim
members and rekeying is done This makes the comiputa
cost less and the rekeying is more significant., Rutthe
earlier approach the computation cost is more kscdle
multicasting is done at every rekeying process.

For security reasons, the rekeying using MDS cddes
to be done in some interval. The frequency of raigys
much lesser than earlier case when rekeying is done
every user leave. This subsequently reduces theyirak
cost and significantly improves the security.

Moreover the group dynamic membership information
such as group size ,number of user joining, nunaberser
leaving is unknown to any user.

5. OBJECTIVES

1) Reduces the rekeying cost.

2) Allowance for any active participant to join tor exit a
conference.

3) Service many users without overloading a network
4) Privacy of conversation content.

5) Reduce the computational complexity.

6. CONCLUSION

In this paper a novel approach is used which m#kes
computation cost much more efficient and the rakgyiost
is significantly reduced. The group key is multteasby the
GC to the group members using the MDS Codes. Freque
rekeying is avoided when the user leaves, wherentdi
recompute the new group key with minimal computatio
This also makes the computation complexity greatly
reduced. It also provides low and balanced comnatioic
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complexity and storage complexity for dynamic grdwgy
distribution.
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