International Journal of Research in Advent Tecbggl(E-ISSN: 2321-9637) Special Issue
1st International Conference on Advent Trends igi®ering, Science and Technology
“ICATEST 2015”, 08 March 2015

A survey on efficient approach for congestion cointr
commencing TCP pro multi hop wireless network

Dipti M. Jawalkar, Dr. M.V. Sarode
M.E(Final Year Comp Sci Engg), J.C.O.E. T. YavatuigtifriendsO6@gmail.cont+91 7709025727
H.O.D (Comp Engg), J.C.O.E. T. Yavatngrthmilindsarode@rediffmail.com

Abstract: TCP performs weakly in multi hop wireless netwodnd even inferior if end-to-end connectivity is
often broken such as in challenged networks. Lbtesearch has been carried out but this problesmbabeen
solved completely. Recently, hop-by-hop congestiontrol originally proposed for wired networks Hasen
applied for multi hop wireless networks to consatdy improve performance. The work deals with mgvin
congestion sort out down to lower layers is esaétdiovercome TCP problems in multi hop wirelessnorks

and in this case, it is essential to further detugmngestion control from TCP. Such TCP only retai
reliability control and is called semi-TCP hencéfioBy way of hop-by-hop congestion control, thagestion
manage efficiency of semi-TCP will not rely on thecessibility of end-to-end connectivity, that malsemi-
TCP more appropriate than TCP for challenged nétsvaBesides performance improvement, semi-TCP may
further decrease overall system complexity by ramgpwnnecessary congestion control and using simple
congestion control rather than TCP congestion windbhis paper discusses such a semi-TCP using dyop
hop congestion control that only slightly modifidtee RTS/CTS protocol used in the IEEE 802.11 DGF. |
addition, an elucidation to a deadlock problem hie RTS/CTS- based hop-by-hop congestion manage is
furthermore deliberated.

Keywords— semi-TCP, RTS/CTS

1. INTRODUCTION routers. While discussion about congestion coritrol
is obligatory to talk with reference to organizedafta
With increase in belief on networks similar to thepackets in these routers. Congestion occurs irerout
Internet, there is an augment in conflict for thevhen the escalating bandwidth of arriving packets,
network’s resources. This argument has affected tipgedestined for a scrupulous output link, excebds t
performance of networks. While several networkink’s bandwidth. A paradigm of congestion occugrin
performs plausibly well below light load, problemsat a router is given in Figure 1.
surface while they are used expansively. The most
distinguished and ordinary complexity that networks
are faced with is failure of data. While data feglun
network happens due to a multiplicity of reasons,
congestion within the network is the chiefly common
reason. Insecurely speaking, congestion referi¢o t
failure of network performance while a network is
intensely loaded [1]. This failure of performananc
be data loss, bulky delays in data communicatiois, t
is frequently unacceptable. Owing to this, scheming @
and avoiding congestion is a decisive complexity in
network management and plan.
_The most accqstomed category of computer network Fig 1: Small congested network.
is a packet-switched network, where nodes send data
contained in the form of packets to every othere Ty Congestion organizein TCP/IP :
most common loom used to transmit data is store-and

forward. Every node waits till it has customary a tcpyip, the remote and wide used protocol suite in
whole packet prior to forwarding it at a later B18te  the |nternet uses a window-based flow control
to the suitable output link. The Internet is an mechanism. At this juncture both the sender and the
illustration of a network that is radically packet- | oceiver preserve a window for the purpose of
switched. The data route commencing a source tOgassion. The sender and receiver concur on an

destination is computed by dissimilar methods by initial window size at the concern of a session.

4 Router | [ O O
s T 10 Mbps
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There is an supplementary window that is used. It freezing TCP’s congestion control algorithm during
the congestion window, cwnd, and the effectudink crash induced losses, especially throughoutero
window size swnd is the negligible of the windowchanges.
size advertised by the receiver (rwnd) and thén [3] Balakrishnan et al. proposed the aim and
congestion window. implementation of a simple protocol called “Snoop”
swnd = min (cwnd , rwnd) for the circumstances where a fixed host is
The TCP/IP congestion manage is principally doneommunicating with a transportable host with thiphe
using the cwnd window. The effectual window thabf a base station. When the Snoop agent residing at
the sender uses to send data is the swnd. Theesouttte  base  station receives a replacement
is tolerable to send the window size of data devoidcknowledgement against a lost packet at the mobile
for the future for an acknowledgement (ACK) fromhost, it retransmits the absent packet locally e t
the receiver. The swnd shrinks by the quantity afobile host and conceals the packet loss actiam fr
bytes sent. Every packet that the source sendstie sender and hence prevents it from dipping its
exclusively acknowledged by a packet numbercongestion window to maintain a good throughput.

When the receiver obtain a packet it sends an AC¥ - .
packet back to the source, thus symptomatic of tITCP New Reno [4], distinct by RFC6582 improves

receipt of all the packets previous to and the ne retransmission throughout the fast-recovery point o

. ; TCP Reno. During fast revitalization for each repli
packet that is expected. Depending on the numéral .
packets acknowledged, the sender window swnd ACK so as to is returned to TCP New Rer_10, a novel
. unsent packet commencing the conclusion of the
enlarged again. An ACK packet also obscure that tl . . . . N
) congestion window is sent, in the direction of the
network can hold the figure of packets sent by tr

sender. This results in a linear boost in the er_broadcast window filled. For every ACK that makes

windows size. As soon as a time-out OCCurs or imperfect progress in the sequence space, the rsende
triplicate ACK is established, it is interpreted as presuppose that the ACK points to a fresh hole, and
consequence of congestion. Owing to this, trthe next packet in advance of the acknowledged

congestion window shrink (to a fraction, usually. ¥2) ?:s?(:tegi:/Zrnutri‘?nbeertrlmserze?sf' ;('n;ﬁsggﬁ waﬁgttrtgﬂgrrn;f
This is the Additive raise and Multiplicative shiin =2 thi;’ allows New Reng o T D enormous
mechanism of congestion window, through whicl ' P

end-to-end congestion manage is implemented. Tlrsl?rl]iz’ Nc()arwnlktjgr]g?:;i izict)iljtsé r:gwthgclf:?su;tn&zo:ﬁgce.
particular dissimilarity of TCP/IP implementatios i P

. the congestion window throughout fast recoveryhhig
recognized as TCP Reno [3]. throughput is maintained all through the hole+iiji
1.2 TCPin Wireless Multi-hop Networks process, even while there are numerous holes, of
' multiple packets each. When TCP enters speedy

In a multi-hop wireless network packets are detiger '€COVery it records the utmost exceptional
from a source to a destination using packet forimgrd Unacknowledged packet sequence number. When this
capabilities of transitional wireless nodes. Anrage ~ S€fies number is acknowledged, TCP proceeds to the
user send emails, get news, do shopping, search congestion avoidance state. A problem occurs with
information and gaze at video or listen to musit. A NéW Reno when close by no packet losses but instead
of the above activities use the TCP protocol in sonPackets are reordered via additional than 3 packet
form. Current measurements have also shown trSeriés numbers. When this happens, New Reno
around 90% of the Internet transfer is TCP trafic erroneously enters quu_:k revival, but as soon as th
TCP recital in wireless multi-hop networks O|ependreordered packet is delivered, ACK sequence-number

on the uniqueness of the network e.g. if the nades advancement occurs and commencing there until the
mobile or immobile end of fast recovery, every bit of sequence-number

steps ahead producing a replica and unneeded
retransmission that is right away acknowledged.

2. LITERATURE REVIEW P. Senthil [5] focuses on avoiding packet loss
previous to incast congestion, which is additional
Extensive study has been done to understand the sttempting than recovery after failure. An elucidatio
coming and to improve the performance of TCP ithat modifies only the TCP receiver .Their effoetts
wireless network. The work on improving TCPto accomplish incast congestion avoidance at the
performance in wireless networks alert Olreceiver side by means of preventing incast
distinguishing between packet loss due to wirele:congestion. The receiver side is a expected
fraud from loss due to congestion, in the contéxt (inclination since it knows the throughput of all FC
wireless wide-area networks. Another class of wotlinks and the available bandwidth. The receivee sid
concentrates on improving TCP’s throughput bcan modify the receive window size of each TCP
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connection, so the collective burst of all theoccurrence following route failures depends on the
harmonized senders are kept below control. Thisssential routing protocol. These proceedings have
completed to recommend Frame relay congestichree poor effects:

control algorithm (FRCCA) congestion Control meant . The small cwnd and ssthresh values decrease
for frame relay transmission. The congestion cdntro the original sending rate subsequent to the
on the receiver side is performed as follows: It route is restored. Therefore, it takes an
formulate use of the accessible bandwidth on the extensive time for the sending speed to
network interface as a allocation to harmonize the catch-up to a high value subsequent to a new
receive window boost of all inward bound route is found.

connections, the per-flow congestion manage is ii. The bulky RTO value reduces the
performed independently of the slotted instancthef receptiveness of TCP; even if the route is
Round-Trip Time (RTT) of every connection and the restored, TCP will obtain an extensive time
receive window modification is based on the to converge to the right level of operation.
proportion of the difference stuck flanked by the iii. The bulky idle time of TCP caused by route
precise and expected throughput in excess of the re-establishment will degrade the throughput.

estimated one.

3.2 Misudgment on congestion status
3. PROBLEM IN PRESENTED STRUCTURE

In wireless networks especially multi-hop ad hoc
The vital crisis in hop-by-hop congestion manage isetworks, many novel issues take place for TCP. One
its obscurity in view of the fact that it requirtlse difficulty is that TCP cannot differentiate between
network to dwell in the congestion control procdss. congestive losses and other losses caused via&hann
execute the hop-by-hop congestion manage schemereliability adding together to not healing matyili
based on extensively used request-to-send/clear-{6]. This difficulty reason the TCP source to
send (RTS/CTS) protocol. The suggestion igeedlessly decrease its congestion control window
straightforward to comprehend since barely medisingle time a retransmission timeout (RTO) occurs,
access control (MAC) layer is apprehensive and éiencesults in stumpy network throughput. Besides, lost
by taking benefit of the propagation nature of Weiss and delayed ACKSs in the reverse route may well also
media to relieve hop-by-hop congestion controthim  cause the source not to obtain ACKs in time, wiéch
protocol plan for hop-by-hop clogging manage, thas well regarded as congestive fatalities on the
deadlock problem which prevents congestioforward route by the source node. A further type of
situations is to be proficiently unrestricted. Anmisjudgment is that yet if the initial result on
algorithm is then planned to fully concord with thecongestion status in a route is accurate, thismeig

deadlock problem. may well happen to invalid due to immediate changes
in the route. This change may possibly be caused by
3.1 Routing failures moreover a routing protocol that cannot toughen a

path or terminal mobility which changes radio links
In steady wired networks, route failures ensue @o kntermittently. If the original route is indistincevery
very rarely. Nevertheless, in multi-hop wirelessone effort for congestion control along this roote
networks they are the convention quite than th®nger makes universal sense in view of the adjuali
exception [4]. The node mobility is the foremostthat the original congested node may not be patief
source of frequent topology changes and routerslu present route due to mobility, which may well also
in wireless networks. Moreover, the link failurescause a congested link to turn hooked on component
owing to the argument on the wireless channel mayf an creative congestion-free route. The abovapscr
guide to route failures in cooperation static and mainly due to the fact that TCP does not encasipa
mobile ad hoc networks. When a route failure ogcureidequate information on the network condition for
packets that are buffered at middle nodes down tle®ngestion manages. Thus, decoupling the congestion
route will be dropped. This large magnitude of mack manage from TCP and moving along this task to
drops may cause a sequence of time-outs at the T@mver layers can stay away from these problemsesinc
sender. As a consequence, the RTO price will bdse lower layers can be acquainted with
doubled for each succeeding time-out. Furthermor#)stantaneously what happens in the network.
TCP will misguidedly construe the loss as an
indication of network congestion with set off the3.3 Hop-by-hop congestion control in wireless
congestion control mechanisms to decrease theokizenetwor ks
cwnd and ss thresh. In addition, TCP does not
encompass every sign of the route re-establishmehihe hop-by-hop congestion control is even while
duration, because the route re-establishmemore proficient than the end-to-end control and
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appropriate for multi-hop mobile ad hoc networks e Tc: common congestion threshold €Tc
(MANETS), its implementation intricacy is high L).

owing to per-node involvement in congestion control « m: buffer spaces reserved in favor of
On the other dispense with the MAC implemented in transient traffic.

shared-media wireless networks, every node deires « k: the number of packets the congested
detect activities of other nodes and still to irdéate node transmits prior to it is considered
with each other. For that reason, some mechanisms not congested.

for information incarcerate and swap over between « g buffer spaces kept to avoid the
neighbors have been previously implemented in deadlock situation.

wireless networks. In this case, it is reasonably

unproblematic to implement a hop by-hop congestiod 2 | ntr a-node congestion manage

control with associated means with no big raise in

protocol necessitates a node to send an RTS dirst {indow of TCP to sort the number of segments
the receiver and it will hurl back CTS if it is eleto ipjected hooked on the network. Instead, the quanti

receive. It is not complex to discover th{;\t thisyf segments to be transmitted is rigid by the
RTS/CTS swap over can be slightly customized byongestion status of the buffer at the lower layer,
including  congestion information for hop-by-hopparticularly the MAC sub-layer. In broad, the bufie

congestion manage. Actually, this is currently th@egarded open of congestion if the subsequent
basic idea following the hop-by-hop congestion:gngdition is pleased:

manage. There is also some extra hop-by-hop
congestion manage schemes at the data link lagér su R<Tc 1)
as which changes MAC parameters such as CWmin At this point, the congestion is a logical

and CWmax of IEEE 802.11 to bear congestioRongition comparatively than a physical congestion
manage information. In [7, 8], an inherent hop-mph congition in which the intact buffer has been ereghg
congestion manage is discussed, by which the 5 multi-hop MANET, a node can be communally a
information on congestion category and manage {gafic source and a router simultaneously. Under
obtained all the way throughout observingheavy traffic load, the source traffic of a nodeyma
transmission activities of its neighboring node#tequ perhaps overlook its buffer, causing momentary
than explicit information swap. traffic from other nodes to include smaller quantit
even no opportunity to exploit the buffer. Therefor
some buffer spaces require being aloof for tramsien

4. PROPOSED STRUCTURE traffic, which is admitted if

To perk up the performance of TCP in multi-hop R < Tc+ m. )
wireless networks it desires to regroup these

approaches according to the policy used in order to Another important utility of TCP is the end-

improve TCP performance. However, a little approachy_end uniformity manage, through which each
can be harmonized to quite a lot of types of sgia® nacknowledged segment is retransmitted by the

but are just classified to their chief strategy. source node just the once the RTO is due, awaiting
_ the segment is absolutely acknowledged. Only this
4.1 A semi-TCP based on RTS/CTS protocol part is set aside in semi-TCP. With TCP, replica

_ ) ACKs is sent by the destination for the nippy
This segment discusses the protocol plan of sen-TGetransmission of out-of-order segments and the fas

within IEEE 802.11 multi hop wireless networks. Therecovery of congestion widow. In view of the facat
two features of the structure are intra-node amerin by way of semi-TCP, the congestion window is no
node congestion manages [8]. In intra nodgnger used so that no duplicate ACKs are requisite

congestion manages; the upper layer in a wirele§gng in order to decline the traffic load on theerse
node precinct the delivery of data packets todeel 1 1e sustaining to improve the performance.
layer according to the congestion situation in the

lower queue. In inter-node congestion manage, the3 |nter-node congestion manage based on
neighboring nodes assist to release the congestion. RTgCTS

The subsequent notations are used in the discussionBy means of the inter-node congestion manage; the

*  L: buffer capability. congestion state in the region will be implicitlgdf
« X queue length, i.e., the tenancy of theeverse to the source node such that the sendiag ra
buffer. of the source node will be throttled. In multi-hop
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wireless networks to apply the inter-node congaestiolf A returns nCTS to the sender of an RTS B, ist8l
manage scheme based on IEEE 802.11 RTS/CTat it is suffering from congestion and not capatol
protocol here is need to establish two subtypd®T® receive any data. Though, this will cause a de&dloc
and CTS to hold the congestion information: requessituation as illustrated in Fig. 3(a). To liberate
to-send-congested (RTSC) specify that the sender efngestion in A, A has to send out data in its duuiff
this RTSC is congested clear-to-send-congestguhicket dropping is adverse. But if the receivethef
(CTSC) specify to the sender of this CTSC iglata at the head of line (HOL) in A's buffer is nBw
congested. These two sub type scrutinized anshich however is also congested with its HOL packet
implemented by setting the idle bits in the uniquéust intended to A. In this case, if B also retuars
RTS and CTS frames. nCTS to A ahead receiving an RTS from A, then the
In the subsequent, the method of the hop-bycongestion in together A and B cannot be released
hop congestion manage algorithm is based on thmless dropping packets [9]. As illustrated in Fig.
extensively used RTS/CTS protocol. For the(b), this deadlock situation can be avoided by
effortlessness of presentation the two nodes oedupireserving n buffer spaces to receive packets from
are denoted as node A and node B. Suppose nodaghdse congested nodes (e.g., A here). With this
first intellects the inactive channel, and it hgsagket reluctance, if an RTS is sent by a node that jast s
for node B. According to the condition of node Adan out an nCTS (i.e., A), one of these reticent buffer
node B which are within, all plausible combinationspaces can be used to obtain the packet from thisn
of RTS(C) and CTS(C) used by this semi-TCRase, a CTS should be sent out by B.
implementation are depicted in algorithm given in

Figure 2. e --;,:\ ~—.~\\
Algorithm: Node A has a packet for node B P > . \
7 7 . N A
1:if Node B is congesteithen ' s \

2: Defer transmission

I LnCTS
I -
\ 3 RTs

1 \

\ I:[Dzb* \ 4nCTS
\

I
I

3:else 5 d | | || 1
] ) \ v / v '
4:if Node A is congestethen N, Packet 1o B  paohar o As
5: Send RTSC B Sl i
6: else a) Deadlock situation
7:if there is no neighboring node congested e = :,""-.’\ S "
then B ’ - ] %
,q
. Logical I — ‘ Logical
8: Send RTS connggegtaiun 2. 0TS i conog%gflon
9:else Y @ 3 RTS :
l hd
10: Defer transmission "\[[[D;b L tTs 3 ‘CU Ll |,,"
. - - M. Packet to B® ? Packet to A"
Fig 2. Algorithm for Inter-node congestion manage pt N 7 - 77
based on RTS/CTS B R St

b) Solution to avoid deadlock

Fig 3.Deadlock situation and a solution to
overcome from it.

When node A have a frame to send to node
B, node A needs to first aspirate the congestiatust
of its neighboring nodes. Node A perceives th% BENEFITS OF PROPOSED STRUCTURE:
congestion condition of the neighboring nodes {e.g.” '
node B) by taking notice of the channel. Whenewver ar
RTSC or a CTSC frame transmitted by node B i
realistic, node B is regarded as congestion by #gde
and a timer is started for node B. When node B h
transmitted k packets or the timer epoch out, ndde
will rationalize that the congestion in node B bagn
released. For the nodes overhearing whichever
RTS or a CTS, they just trail the network allocatio
vector conceded by the RTS and CTS to settle an th
behaviors, which are the alike as defined in theHE
802.11 DCF.

CP is one of the finest protocols of the internet
Brotocol set. owing to this we are used it hooked o
multi hop wireless network for controlling non-
%%ngestion loss. throughout our proposed structfire,
there is a congestion at that time there may beeks
but if there is non-congestion in network than our
%QStem will be very much competent for finding such
losses and these losses are entirely dependent on
?ollowing parameters :
= It is used for the consistent transmission of
the data
= since the packets rescue of this protocol is
secure.

4.4 Deadlock situation
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Transmission Manage Protocol is the This paper is study about analysis of

vertebrae of the today’s online effort sincecongestion manage techniques. To implements one of

the TCP losses owing to non-congestion losdhe system appropriately with proper infrastructure
then it helps to improve the performance of TCPe Th

it is un-useful mania for us . . L

b it ket d . idea is to propose a novel framework which is tetme
ecause if any packet drop in any means thes™ semi Tcp. It considers the effectiveness of

whole process is repeated for the packedongestion manage and the utility of a transmission

retransmission, this control protocol. This would turn into an efficient
state is very frantic at the time of link failure methodology in which semi-TCP, solve TCP’s
loss, troubles in multi hop ad hoc networks. The study

time out & throughput. includes scrutiny of congestion control techniqires
terms of the major performance indicators for

If some packet is (_erp or reordered in Wrongi:omparison it includes throughput, delay, dropping
way they are not in prearranged way SO OUf4tiq and path length.

research is constructive for this dilemma in

both way in congestion loss or non-
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