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Abstract— Text Mining is the process of extracting intenegtinformation or knowledge or patterns from the
unstructured text that are from different sourc€ke pattern discovery from the text and documegdmization

of document is a well-known problem in data minihgtoday’s world, the amount of stored informatioas
been enormously increasing day by day which is igdiyen the unstructured form and cannot be usedhy
processing to extract useful information, so sduwehniques such as classification, clustering iafarmation
extraction are available under the category of teixting. In order to find an efficient and effeaitechnique
for text categorization, various techniques of teategorization is recently developed. Some of trem
supervised and some of them unsupervised manrdwoofment arrangement.In this paper, focus is ocejun
of text mining, text mining process, techniquesduigetext mining also presenting some real worlglizations

of text mining. In addition, brief discussion oktenining benefits and limitations has been presgnt

Index Term- Text mining, Techniques, Classification, Clustgrilnformation Extractions, and Applications.
technologies from the level of retrieval to thedkwof
1.INTRODUCTION analysis and exploration. Text mining, sometimes
alternately referred to as text data mining, refers
The amount of stored information has beemgenerally to the process of deriving high quality
enormously increasing day by day, so discoveringformation from text. Researchers like [15], [I4id
patterns and trends out of massive data is a grezthers pointed that text mining is also known agtTe
challenge. In this work, a discussion over thdata Mining (TDM) and knowledge Discovery in
techniques which can be used to resolve this pnobleTextual Databases (KDT).
is done. The main technique is data mining, thA&ccording to [10] the boundaries between data
application of which are text mining and web miningmining and text mining are fuzzy. The difference
The focus of this work is text mining which isbetween regular data mining and text mining is that
explained in the following sections. text mining, the patterns are extracted from néatura
language texts rather than from structured database
Text is the most common vehicle for the formabf facts. The goal of data mining is to discovee th
exchange of information. Although extracting usefulmplicit, previously unknown trend and patternsnfro
information from texts is not an easy task, it ise@d the databases. Data mining consists of many
of this modern life to have a business intelligerl  techniques such as classification, clustering, aleur
which is able to extract useful information as guas networks, and decisions trees.
possible and at a low cost.
2.RECENT STUDIES
Text mining is a new and exciting research are& tha
tries to take the challenge and produce the igtatice This section of the paper explores recent
tool. The tool is a text mining system which has thefforts and contributions on text mining techniques
capability to analyze large quantities of naturairherefore a number of research article and research
language text and detects lexical and linguistiages papers and their contributions are placed in this
patterns in an attempt to extract meaningful ardulls section.

information [13]. The aim of text mining tools is be Many data mining techniques have been
able to answer sophisticated questions and perforptanned for mining valuable patterns in text
text searches with an element of intelligence. documents. However, how to successfully use and

update exposed patterns is still an open resesscie |
Technically, text mining is the use of automatedspecially in the domain of text mining. Since most
methods for exploiting the enormous amount ogxisting text mining methods adopted term-based
knowledge available in text documents. Text Miningapproaches, they all suffer from the troubles of
represents a step forward from text retrievalslai polysemy and synonymy. This paper presents an
relatively new and vibrant research area which imventive and valuable pattern discovery technique
changing the emphasis in text-based informatiowhich includes the processes of pattern deployi a
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pattern evolving, to advance the effectivenesssafgys a) Tokenization:
and updating discovered patterns for findingfhe given document is considered as a string and
appropriate and interesting information. Substantiadentifying single word in document i.e. the given
experiments on RCV1 data collection and TREGocument string is divided into one unit or tokgn[6
topics demonstrate that the propose [21]. b) Removal of Stop word:

Fig. 1 shows that, maximum amount of datdn this step the removal of usual words like a, laut,
used by various sectors is in textual form. Texting and, of, the etc. is done [12].
is one of the important fields of data mining degli c) Stemming:
with unstructured or semi-structure data. Text ngni A stem is a natural group of words with equal (eryw
introduces enumerate model from linked researctimilar) meaning. This method describes the base of
domain like classification, clustering etc. Numatic particular word. Inflectional and derivational
measures can be deriving by enforcing Text analyssgemming are two types of method[10]. One of the
methods to unstructured textual information [1]. popular algorithm for stemming is porter's
B algorithm[11]. e.g. if a document pertains wordelik
resignation, resigned, resigns then it will be dders
as resign after applying stemming method[12].
3) Text Transformation:
A text document is collection of words (featuredan
their occurrences. There are two important ways for
representations of such documents are Vector Space
Model and Bag of words [2].
4) Feature Selection (attribute selection):
This method results in giving low database space,
minimal search technique by taking out irrelevant
feature from input document. There are two methods
in feature selection i.e. filtering and wrapping
methods.
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3. TEXT MINING PROCESS

In the first step, the text documents are collect Tex Preprocessing
which are present in different formats[6]. Th
document might be in form of pdf, word, html doc, ™
CSSs etc.

2) Document Pre- Processing:

In this process, the given input document is preegs
for removing redundancies, inconsistencies, separdtig.2. Text Mining Process flow.
words, stemming and documents are prepared for next

step, the stages performed are as follows [6][16]:  6) Evaluate:

| (Feature Generation)
1) Document Gathering: ZI-I /
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This stage Measures the outcome. This resultednew document can easily be categorized by putting
outcome can be put away or can be used for next sein the root node of the tree and let it run thgh the

of sequence query structure until it reaches a certain leafe Th
[2]. main advantage of decision trees is the fact that t

output tree is easy to interpret even for persohe w
4. TEXT MINING TECHNIQUES are not familiar with the details of the model [18he

tree structure generated by the model provides the

There are different kinds of techniquesuser with a consolidated view of the categorization
available by which the text pattern analysis antpgic and is therefore useful information. A risktbe
mining is performed. Some of the essential tectesqu application of tree methods is known as "overrfgti
are discussed in this section. A tree over fits the training data if there exists

alternative tree that categorizes the training data

4.1 Categorization: worse but would categorize the documents to be

It is a supervised technique. A supervisegategorized later better.
technique is one which is based upon the set aftinp This circumstance is the result of the
output examples which are basically used to traén t algorithm's intention to construct a tree that
model being used, in order to classify the newategorizes every training document correctly;
documents. Text categorization (or text classiiizgt however, this tree may not be necessarily wellesuit
is the assignment of natural language documents fier other documents. This problem is typically
predefined categories according to their conte#it [1 moderated by using a validation data set for wkingh

It is process of finding main theme oftree has to perform in a similar way as on theofet
document by adding metadata and analyzingaining data. Other techniques to prevent the
document [17]. This technique find counts of wordslgorithm from building huge trees (that anywayyonl
and from that count decides topic of the documient. map the training data correctly) are to set pararaet
this process, text documents are classified intike the maximum depth of the tree or the minimum
predefined class label [8]. number of observations in a leaf. If this is done,

A number of classification techniques can bdecision Trees show very good performance even for
applied to categorize the text, here decision tregategorization problems with a very large number of

classifier are explained. entries in the dictionary.
4.2 Clustering:
(lzssification Tazt Document Text Clustering is an unsupervised technique
Aleorithm in which no input out patterns are pre - defineldisT
method is based upon the concept of dividing the
ﬁ similar text into the same cluster. Each cluster
Trnining Class cons?sts of numb(_ar of documents. The cIusterin_g is
Dﬂmm;uta Loader considered better if _thg contents of documentsmkn{il
cluster are more similar than the contents of inter
cluster documents.
Classes Clustering is a technique used to group
similar documents but it differs from classificatiin
Text than documents are clusters on the fly instead of
through the use of pre-defined topics [8]. After
Documents

calculating similarity, clustering algorithms [3}ea
applied to generate list of classes. This procdss o
clustering is depicted in Figure 4.

Clustering can be divided into following categories
hierarchical clustering and partitional clustering.

Fig. 3: Classification

4.1.1 Decision Trees

Decision tree methods rebuild the manual
categorization of the training documents by
constructing well-defined true/false queries in the
form of a tree structure where the nodes represent
guestions and the leaves represent the correspgpndin
category of documents. After having created the,tre
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extract knowledge or interesting patterns. The
Classification Test Diocument following Fig. 5 shows the process[5].

;ﬁdgn}ﬁﬂﬁ'm T

Traming Class L F il :
Documents Loader El [j .,
= Data Vinin
Claszes - /:, 3 & :
i
Text i

Do
ocuments Text Documents fror

different sources  Structured Database J L
i/

'hlil.'

Kinowledge Distovery

| Techrique

Fig. 4: Clustering

4.2.1 Hierarchical Clustering:

This clustering uses the cosine similarityFig. 5: Information Extraction
measure. The result of hierarchical clustering is a
single clustered tree. It works at different lewsdl The task of IE is the identifications of
granularity. It can be divided into two categori@s: entities, i.e. person names, location name, company
Bottom up hierarchical clustering method ii) Topname etc. The required pieces of information such a
down hierarchical clustering method. —positionl, —person namel are found. The outcome
i) Bottom up hierarchical clustering method: would be a template in which all the entities ameirt
Every document is considered as a separatelationships with one another can be easily idiedti
cluster, and then on the basis of similarity, @dustare Then the information is entered into the database s
combined repeatedly till single cluster is formed. that data mining techniques can be applied in ct@ler
The steps can be summarized as follows: find some implicit information.
1) Consider each document as a single cluster.
2) Calculate similarity of cluster ai with cluste;f 5. APPLICATIONS
then merge the two having maximum similarity.
3) Repeat step 2 till single cluster is formed. 5.1 Business Intelligence:
ii) Top down hierarchical clustering method: Text mining techniques helps for determining
In this method, work starts from a singleparticular topic or event as in business decision
cluster as whole, then it get split iteratively ont support system amount of cutting down the cost of
various clusters on the basis of smallest simjlaritpredicting future work is an important task [8].
measure. Top down approach does not have much
application as compare to bottom up approach. ishis5.2 Bioinformatics:
much complex as compare to bottom up approach Bewadays, biomedical articles have occupied major
amount of computations involved are quite large.  area in different applications [4]. The aim of text
The advantage of hierarchical clustering is tHatan mining in bioinformatics is to allow researchers to
use any form of similarity measure and thexplore advance knowledge in the field of biomeldica
disadvantage is that once the clusters are formed,an efficient way.
cannot be rebuilt, to improve performance, if neede
5.3 Security Application:
4.3 Information Extractions: In network security for encryption and decryption
Natural language text documents containechnigues, text mining methodologies are used with
information that cannot be used for mining. Ashe intention of security at national level appiica,
documents are considered as —bag of wordsl they can the analysis and monitoring of documents like plain
be represented by vector model which then can hexts, emails, web blog articles text mining is dise
used as an input to the above defined techniques syj12].
as classifications, clustering but this is not u$ed
this method. In Information extraction, the docutsen 5.4 Human Resource Management:
are first converted into the structured databases ¢or purpose of recruiting the candidate by reading
which data mining techniques can be applied tariting their CVs text mining is used [12]. Alsorfo
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