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Abstract- The study of collective behavior is to understdrav individuals behave in a social network
environment. Oceans of data generated by socialanid@ Facebook, Twitter, Flickr and YouTube pnese
opportunities and challenges to studying collectiedavior in a large scale. In this work, we ainlearn to
predict collective behavior in social media. Intmadar, given information about some individudisw can we
infer the behavior of unobserved individuals in teeme network? A social-dimension based approach is
adopted to address the heterogeneity of connegpi@sented in social media. However, the netwarksocial
media are normally of colossal size, involving hugad of thousands or even millions of actors. Tdaesof
networks entails scalable learning of models fdlective behavior prediction. To address the sdltghssue,

we propose an edge-centric clustering scheme toadxisparse social dimensions. With sparse social
dimensions, the social dimension based approacteffeniently handle networks of millions of actongile
demonstrating comparable prediction performanc&laer non-scalable methods.

Index Terms- Facebook, Twitter, Flickr.
media, as well as other tasks like social netwarkin
advertising and recommendation.
Typically in social media, the connections of thens
Social media such as Facebook, MySpac#etwork are not homogeneous. Different relatiores ar
Twitter, Blog-Digg, YouTube and Flickr, facilitate intertwined with different connections. For example
people of allwalks of life to express their thowght one user can connect to his friends, family, celleg
voice their opinions, and connect to each othelassmates or colleagues. However, this relatipe ty
anytime and anywhere. For instance, popular conteriaformation is not readily available in reality. i€h
sharing sites like Del.icio.us, Flickr, and YouTubeheterogeneity of connections limits the effectivemnef
allow users to upload, tag and comment differepésy a commonly used technique collective inference for
of contents (bookmarks, photos, videos). Usemetwork classification. Recently, a framework based
registered at these sites can also become frienfdsy on social dimensions [18] is proposed to addresss th
orfollower of others. The prolific and expande@ wé heterogeneity. This framework suggests extracting
social media has turn online interactions into tlvi social dimensions based on network connectivity to
part of human experience. The election of Barackapture the potential affiliations of actors. Basedhe
Obama as the President of United States was partiagxtracted dimensions, traditional data mining can b
attributed to his smart Internet strategy and act¢es accomplished. In the initial study, modularity
millions of younger voters through the new sociamaximization [15] is exploited to extract social
media, such as Facebook. As reported in the Negimensions. The superiority of this framework over
York Times, in response to recent Israeli air ssiin  other representative relational learning methods is
Gaza, young Egyptians mobilized not only in theempirically verified on some social media data [18]
streets of Cairo, but also through the pages of However, the instantiation of the framework
Facebook. with modularity maximization for social dimension
Owning to social media, rich human extraction is not scalable enough to handle netsvofk
interaction information is available. It enablese th colossal size, as it involves a large-scaigenvector
study of collective behavior in a much larger scalgoroblem to solve and the corresponding extracted
involving hundreds of thousands or millions of asto social dimensions are dense. In social media, ondli
It is gaining increasing attentions across variousf actors in a network are the norm. With this huge
disciplines including sociology, behavioral scigncenumber of actors, the dimensions cannot even li& hel
anthropology, epidemics, economics and marketing memory, causing serious problem about the
business, to name a few. In this work, we study howcalability. To alleviate the problem, social dirsems
networks in social media can help predict somessorof sparse representation are preferred. In thikvwoe
of human behavior and individual preference. Ipropose an effective edge-centric approach to extra
particular, given the observation of sparse social dimensions. We prove that the spanfsit
some individuals’ behavior or preference in a nekwo the social dimensions following our proposed
how to infer the behavior or preference of otheapproach is guaranteed. Extensive experiments are
individuals in the same social network? This calp he conducted using social media data. The framework
understand the behavior patterns presented inlsodi@sed on sparse social dimensions, without saogfic

1. Introduction
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the prediction performance, is capable of handling (i) Firstitem in the second level
real-world networks of millions of actors in an (i) Second item in the second level
efficient way.

Figure 1: Contacts of One User in Facebook

2. Collective Behavior Learning 3. Social Dimensions

The recent boom of social media enables the study connections in social media are not homogeneous.
of collective behavior in a large scale. Here, b&ta pegple can connect to their family, colleaguedegel
can include a broad range of actions: join a groupjassmates, or some buddies met online. Some s the
connect to a person, click on some ad, becomgjations are helpful to determine the targeted
interested in certain topics, date with peopleetain  pehavior (labels) but not necessarily always se.tru
type, etc. When people are exposed in a socifby instance, Figure 1 shows the contacts of tse fi
network environment, their behaviors are nOjythor on Facebook. The densely-knit group on the
independent [6, 22]. That is, their behaviors can bright side are mostly his college classmates, wihiée
influenced by the behaviors of their friends. Thi%pper left corner shows his connections at his gt
naturally leads to behavior correlation betweegchool. Meanwhile, at the bottom left are someisf h
connected users. This behavior correlation canlaso high-school friends. While it seems reasonableferi
explained by homophily. Homophily [12] is a terMnat his college classmates and friends in graduate
coined in 1950s to explain our tendency to linknih  school are very likely to be interested in IT gadge
one another in ways that confirm rather than test 0pased on the fact that the user is a fan of IT ghtis
core beliefs. Essentially, we are more likely tomect most of them are majoring in computer science), it
to others sharing certain similarity with us. Thisgoes not make sense to propagate this preferefiie to
phenomenon has been observed not only in the r@ﬁbh—school friends. In a nutshell, people are ived

world, but also in online systems [4]. Homophilpds i gifferent affiliations and connections are enesig
to behavior correlation between connected frieidls. yesults of those affiliations. These affiliatiorsvie

other words, friends in a social network tend thehe to be differentiated for behavior prediction.
similarly. Take marketln,g as an example, if ouerids  However, the affiliation information is not readily
buy something, there’s better-than-average changgailable in social media. Direct application of
we'll buy it too. N ~ collective inference[ 11] or label propagation [24]
correlation presented in a social network to prettie  homogeneously. This is especially problematic when
collective behavior in social media. Given a neworthe connections in the network are noisy. To addres
with behavior information of some actors, how can Wthe heterogeneity presented in connections, we have
infer the behavior outcome of the remaining onegroposed a framework (SocDim) [18] for collective
within the same network? Here, we assume the studigehavior learning.

behavior of one actor can be described with K class The framework SocDim is composed of two steps:
labels {c1, - - -, cK}. For each label,ci can ber@. 1) social dimension extraction, and 2) discrimiveti
For instance, one user might join multiple groups Qearning. In the first step, latent social dimensiare
interests, so 1 denotes the user subscribes tdonp g extractedbased on network topology to capture the
and O otherwise. Likewise, aser can be interestednpotential affiliations of actors. These extractedial

several topics simultaneously or click on multiplejimensions represent how each actor is involved in
types of ads. One special caseKis= 1. That is, the giyerse affiliations.

studied behavior can be described by a single label

R i . . Lo Table 1: Social Dimension Representation
with 1 and 0 denoting corresponding meanings in its

- A Actors | Affiliation-1 Affiliation-2 ---  Affiliation-k
specific context, like whether or not one useredot 1 0 i 05
for Barack Obama in the presidential election. 2 0.5 0.3 0 0

One example of the social dimension representédion
shown in Table 1. The entries show the degree ef on
user involving in an affiliation. These social
dimensions can be treated as features of actothdor
subsequent discriminative learning. Since the netwo
is converted into features, typical classifier suah
support vector machine and logistic regressionkzan
employed. The discriminative learning procedurd wil
determine which latent social dimension correlates
with the targeted behavior and assign proper weight
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Now let’s re-examine the contacts network in Figlire of connections. Consider one extreme case that an

One key observation is that when actors are baiongi actor has only one connection. It is expected hiaais
to the same affiliations, they tend to connect dohe probably active in only one affiliation. It is not

other as well. It is reasonable to expect peopléhef ccessary to assian a nonzero score for each
same department to interact with each other mof& cessary SsIg )
frequently. Hence, to infer the latent affiliationse affiliation. Assuming each connection represents on

need to find out a group of people who interachwitdominant affiliation, we expect the number of
each other more frequently than random. This boilffiliations of one actor is no more than his
down to a classical community detection problemconnections. Instead of directly clustering theewdf

Since each actor can involve in more than ong network into some communities, we can take an

affiliations, a soft clustering scheme is preferiedhe  eqge-centric view, i.e., partitioning the edgesoint
instantiation of the framework SocDim, modularity

T X . Idisjoint sets such that each set represents ogat lat
maximization [15] is adopted to extract social .. . . )
dimensions. The social dimensions correspond to tlfi‘g'l'at'on' For 'n_Star_lce’WE can treqt each edge in
top eigenvectors of a modularity matrix. It has rbeeth€ toy network in Figure 2 as one instance, aed th
empirically shown that this framework outperformshodes that define edges as features. This resulds i
other representative relational learning methods itypical feature-based data format as in Figure&e#
social media. However, there are several concergs the features (connected nodes) of each edgeanve
about the scalability of SocDim with modularity cjyster the edges into two sets as in Figure 4ravtie

maximization: Consequently, it is imperative 104, 5hed edges represent one affiliation, and the
develop scalable methods that can handle large-scal . . e

- X . remaining edges denote another affiliation. Oneract
networks efficiently without extensive memor

requirement. In the next section, we elucidatedgee is considered associated with one affiliation agylas

centric clustering scheme to extract sparse soci@dly Of his connections is assigned to that afitiat
dimensions. With the scheme, we can update thalsodience, the disjoint edge clusters in Figure 4 can b
dimensions efficiently when new nodes or new edgesnverted into the social dimensions as the last tw

arrive in a network. columns for edge-centric clustering in Table 2.0kdt
. is involved in both affiliations under this Edge€ter
4. Algorithm-Edgecluster scheme. In summary, to extract social dimensioes, w

In this section, we first show one toy example taluster edges rather than nodes in a network into
illustrate the intuition of our proposed edge-centr disjoint sets. To achieve this, k-means clustering
clustering scheme EdgeCluster, and then present of\gorithm can be applied. The edges of those actors
feasible solution to handle large-scale networks. involving in multiple affiliations (e.g., actor nithe toy
network) are likely to be separated into different

4.1 Edges-Centric View . .
. : o , clusters. Even though the partition of edge-centric
As mentioned earlier, the social dimensions exa@ct N o ) .
view is disjoint, the affiliations in the node-ceat

based on modularity maximization are the top.

eigenvectors of a modularity matrix. Though the'€W can overlap. Each actor can be involved in

. X . , multiple affiliations. In addition, the social dim&ons
network is sparse, the social dimensions become

dense, begging for abundant memory space. Letls IOclc)Jased on edge-centric clustering are guarante&e to
at the toy network in Figure 2. The column of Parse.
modularity maximization in Table 2 shows the top
eigenvector of the modularity matrix. Clearly, nasfe )
the entries is zero. This becomes a serious problem
when the network expands into millions of actord an T
a reasonable large number of social dimensions need

to be extracted. The eigenvector computation is @/
impractical in this case. Hence, it is essential to S~
develop some approach such that the extractedl socia
dimensions are sparse. The social dimensions
according to modularity maximization or other soft
clustering scheme tend to assign a non-zero score f
each actor with respect to each affiliation. Howeite
seems reasonable that the number of affiliatiorss on
user can participate in is upperbounded by the ®umb

o,

Figure 2: A Toy Example
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Adtors | Modalanty | Bdge et This can be verified via the properties of powewr la
Maximization Clustering distribution.
1 -0.1185 1 1
g igﬂig i g Input: data instances {x;|1 <i <}
A 10,4473 1 0 number of clusters &
5 0.3003 0 1 Output: {idz,}
6 0.2628 0 it 1. construct a mapping from features to instances
i 0.1690 0 1 2. initialize the centroid of cluster {1 < j <k}
15 18 Liopent
e 4. Reset {MazSim;}, {idz;}
Table 2: Social Dimension(s) of the Toy Example r) fOI.' ‘]:l.:k 3 2 o s
6. identify relevant mstances S; to centroid C;
Features T. for i in S;
Edge 1 2 3 4 5 6 7 8 9 8. compute sim(i, C;) of instance i and C
(I.2)1 @ 1. a0 0 0 0 0 0 9. if sim(2, C;) > MaxSim;
(L,4)|(1 0o 0 1 0 0 O 0O O 10. MaxSim; = sim(i,C})
2,3)/0 1. 1. 0 0 0 0 0 O il ide; = j;
. 12, for i=1l:m
""""" 13, update centroid Ciaa,

14. until no change in ¢dz or change of objective < €

Figure 6: Algorithm for Scalable K-means variant

k-means variant as in Figure 6 to handle clusteoing
many edges. We only keep a vector of MaxSim to
represent the maximum similarity between one data
instance with a centroid. In each iteration, westfir
identify the set of relevant instances to a cedtrand
then compute the similarities of these instancel wi
the centroid. This avoids the iteration over each
instance and each centroid, which would cost O(mk)
otherwise. Note that the centroid contains oneufeat
(node) if and only if any edge of that node is gissd

to the cluster. In effect, most data instances €gdge

- associated with few (much less than k) centroids. B
Densiy in taking advantage of the feature-instance mapphm, t
25 (_2 denotes 10 cluster assignment for all instances (lines 5-11 in

Figure 6) can be fulfilled in O(m) time. To compute
the new centroid (lines 12-13), it costs O(m) tiewe

a5 well. Hence, each iteration costs O(m) time only.
Moreover, the algorithm only requires the feature-
instance mapping and network data to reside in main
memory, which costs O(m + n) space. Thus, as leng a
nthe network data can be held in memory, this
clustering algorithm is able to partition the edgee
disjoint sets. Later as we show, even for a network
4.2 K-means Variant with millions of actors, this clustering can beigimed

As mentioned above, edge-centric clustering) tens of minutes while modularity maximization
essentially treats each edge as one data instaitite ViPecomes impractical. As a simple k-means is adopted
its ending nodes being eatures. Then a typical kO extract social dimensions, it is easy to updhee
means clustering algorithm can be applied to fiad o social dimensions if the network changes. If a new

disjoint partitions. One concern with this schame member joins a network and a new connection
that the total number of edges might be too hugemerges, we can simply assign the new edge to the
Owning to the power law distribution of node degree corresponding clusters. The update of
presented in social networks, the total numbeidges centroids with new arrival of connections is also
is normally linear, rather than square, with resgec straightforward. This k-means scheme is especially
the number of nodes in the network. That is, m R)O( applicable for dynamic largescale networks

Figure 5: Density Upperbound of Social Dimensions

This is because the affiliations of one actor awe
more than the connections he has.
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