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Abstract— Now a day in technical life everything is goingioel Web applications plays big role on internet
to provide 24*7 hr services to customers. For adity, scalability, performances boosting morel anore
servers are required. Load balancing is a maireissuthese types of large situation. Load balanéntp
achieve optimal resource utilization, maximize tigbput, best services, minimize response time, amwid
overload, disconnectivity. In latest scenarios, @eev, it's not simply a matter of distributing fiafequally
across many servers once deploys; other factooscalmes into play. Here some brief introductioifferent
load balancing technique and algorithms. By devalpphe comparative behaviour of load balancinghwit
dynamic parameters, dynamic load balancing is reffective. So; here we are discussing the impleat&mt
of application load balancer by parameterized loaldncing algorithm. Actually we perform load baleny by
integrating more than two physical servers withalR@terized dynamic load balancing algorithm andeters
also having authority to decide least utilizatienver and then forward the request to that setaehis system
if you are load balancing across several servets aare of the servers fails, then the service will be
available to your users, as the traffic will beatied to the other servers in your server farm.

Index Terms— parameterized load balancing, dynamic parametemic nature load balance, Dynamic Round Robin.

1. Introduction

In todays every activity belongs to internet. TheProcessing which may even tend toward the mode of
increase of E-Commerce has leads many businesséistribution. In many systems a number of servetts b
to carry out the most of their day-to-day businesgnay be the probability of a processor being idte. |
online transaction on data. As a result of thethe system processors having a queue of tasks in
popularity of the web, providers of web sites andwaiting condition. So there is important of the
storage space providers want to ensure thainiformly distribution of workload among these
availability of access to information for their use S€rvers.
and the guarantee that requests are processed as
quickly as possible. If a server gets more requests2. Literature Review & Related Work
than it can handle, this can be combated by using In the previous work | have studied the
multiple hosts to provide the same service. A welbcomparison made between various techniques but
farm of multiple physical hosts grouped togethelt wi static load balancing algorithm are more stable iand
share the total load of the client requests, tldsice is also easy to predict their behaviour, but ahmes
the response time and increase the QoS (Quality dfme dynamic distributed algorithm are always
service), ultimately resulting in satisfied custeme considered better than static algorithm. Experiment
By using the parameterized load balancing. weresults of performance modeling show that diffusive
proposed best load balancing technique that uilizeload balancing is better than round robin and tati
99.99 percent CPU time. That means The serveload balancing in a dynamic environment Ankush
should only be down .1 per cent of the time, whichP.Deshmukh and Prof. Kumarswamy Pamu [1]
over duration of one year contributes to about 52discussed/ different load balancing technique,
minutes of unavailability. Another benefit of hagin  algorithms and methods. They investigate that
web farm is redundancy, which helps to achieve botltomparative behaviour of load balancing with
high availability as well as high performance. dt i different parameters; dynamic load balancing isemor
possible to perform upgrades on a host withouteliable and after that they conclude that effitiead
shutting down the total service. balancing can clearly provide major performance and

Today's need for Dynamic load balancing is benefit.
speedily increasing because of increasing advance i
scientific endeavor and the necessity of high-speed
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3. Load balancing using internet. It is normally done to ensure thiht

their clients are able to conduct business actiwiti
The load balancer forwards requests to one of thgth ease and accuracy.

"slave" servers, which usually replies to the load
balancer which may have security benefits by hidingy cajculations to find machine load
the structure of the internal network and preventin - Tpe previous paper result considering four
attacks on the kernel's network stack or unrelategharameters to calculate the load of machine and to
services running on other ports. If load balancingingd out which machine is least loaded. Every
done across several servers and one of the servetgiculation is in milliseconds. If total Averagelve
fails, then the service may be disturb. is less than any other machine’s average total ithen

a sorted list this machine is at first position. édh

_ request comes, load balancer will give first ptiotd

A. Network Load Balancing this machine to process the request. In a situation
Network load balancing [2] is the distribution of Where average total of two or more machines is same
traffic based on network variables, such as Internetheén sequence of those machines in current list is

Protocol address and ports number. same as previous sorted list. _
Table-1: Performance of load calculation

B. Round Robin Concept
Robin Scheduling Algorithm [3] is that the IP speay | Parame | Sa | Sa | Sa | Sa | Sa| su | AVG

assigns the requests to a list of the servers on &r m |mp | mp| mp|m | m |value
rotating basis. For the subsequent requests, the| |gource |ple |le |le |le | pl
sprayer follows the circular order to redirect the 1 2 3 4 e

5

request. Once a server is assigned a request, the
server is moved to the end of the list. This kettyes | Process| 12 | 20 | 9 | 23| 16 80| 16
servers equally assigned. Pros: Better than randp®r
allocation because the requests are equally divided/ser 23 | 28 | 36| 20| 13 12| 244
among the available servers in an orderly fashigntime 2
Cons: Not enough for load balancing based orDisk 15 | 4 3 21| 7| 50| 10
processing overhead required and if the servetime
specifications are not identical to each otherha t| Request| 3 16 | 44| 11| 18§ 92| 184
server group. Exe
Total 68.8

Load

monitoring

§1

Load
Reporting

| Client 2 =

E| Fault tolerance Solutions “When server
stops reporting load”:
2 In this load balancing solution machine
@phys|cal server) [3] and its respective load e
itt"Sorged order so that first machine in list is thast
gaded machine. Now take a scenario where three
servers are clustered and exchanging data with each
other. Suddenly server 2 stops informing the mazhin
gad to load balancer i.e. server 2 is down. Itl&zest
oaded machine among others for say 10 min. In
between if request comes from the user then request
is forwarded to server 2. But server 2 is downhee
comes a fault

Load
monitoring

Load
Reporting

Round Robin
upto Theshold

Load
monitoring

Report
Labrary

Load
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Fig 1 Dynamic load balancing in Round Robin
concept

C. Application Load Balancing 4. Proposed Work And Objective
Application load balancing is the distribution of
requests based on multiple variables, from th
network layer to the application layer. It can dire While using system sometimes user feels that the
requests based on any single variable as easity asmachine is getting very slow, then launch the task
can a combination of variables. Applications amdlo manager and look at the CPU utilization and uses of
balanced based on their peculiar situation on serveresource. If it is low, then the memory was more

(operating system or virtualization layer) inforioat ~ used, and disk must be trashing. Well, this wofks i

Application of load balancing is used by different user is around the machine and has one or two
companies that conduct huge business transactiomgachines to monitor. When there are more machines,

eF. Idea to implement load balancing

2
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one couldn’t monitor machines constantly and even i 3. Load Monitoring section stores the collected

he somehow manages it but, you can't distributie the data in data structure.

workload manually. So, you need load monitoring 4. Calculate Sum and average of data for

and load distributing features all together to ewea particular performance parameter.

the whole assembly. For 24*7 running application 5. Systems send data to other system which are

online, performance of total assembly is more connected in cluster.

depends on how servers are performing. Idea is to 6. Receive data from other machine and stay

monitor server performance by collecting parameter updated at particular time duration.

information of processor, Disk utilization, Memory 7. (At load balancer) when request comes,

health, User time, seek time of resource access etc Load Balancing Library finds least
User can monitor system performance by loaded machine and return the address

launching Task Manager and by looking at the CPU
utilization in the Performance tab start monitorthg

CPU utilization. Now notice the counter values andH
values stay almost constant. Now close Task
Manager, run media player or any other application,
wait about 5 seconds and start it again. A big peak
the CPU utilization should be noticed. In several
seconds, may be the peak vanishes. Here i
performance counters values are reported instantl
one could think that our machine was extremely bus
(almost 100%) at that moment. That's why rathen tha
reporting instance values, several samples of th
counter's values are collected and will reportrthei
average.

of that machine.

Basic idea behind parameterized dynamic
load balancing algorithm:

User can monitor system performance by
launching Task Manager and by looking at the CPU
tilization in the Performance tab start monitorthg

PU utilization. Now notice the counter values and
alues stay almost constant. Now close Task
anager, run media player or any other application,
ait about 5 seconds and start it again. A big peak
the CPU utilization should be noticed. In several
seconds, may be the peak vanishes. Here if
performance counters values are reported instantly
one could think that our machine was extremely busy
(almost 100%) at that moment. That's why rathen tha
. reporting instance values, several samples of the
S Meounter's values are collected and will report rthei
makes changes to the distribution of work amongaverage. The CPU utilization is not enough for a

Yvozjk;t?tlonst_at ruz-hme; Iihey dqste_l;:utrren;tj or TeCeN 0 alistic calculation of the machine's workload;reno
oad information when making distribution deciSIoNS 4 gne counter should be monitor at a time ssch a

Parameterized dynamic load balancing algorithm Calisk utilization memory usage, /O etc. Now the
provide a S|gn|f_|cant Improvement in _performa_ncemachine load will be calculated as the sum of the
over statm_glgorlthms. However,_ this will be.a“*‘."? weighted averages of all monitored performance
at the additional cost of collecting and maintagnin counters. A counter is set to 0. All parameter galu

load mformatl.on., so itis 'mpo”‘?‘”t. to keep theseare collected in certain interval till counter valu
overheads within reasonable limits [4][5]. The

. . X ) - becomes 5. Then sum and average of parameter
parameterized dynamic load balancing algorithm iS5 65 are calculated. Depends on that calculated
self-adaptive algorithm, which is better than stati

lqorith Self-adapti load balanci values, less loaded server or high performancesyst
algorithm. - Self-adaptive load - balancing  SysteMg yaing selected for load balancing and servirg th
mainly includes two processes: monitoring the loa

o oming request at best.
status of servers and assigning the request to tr=
servers. The state supervision, which depends @n tt

G.Parameterized Dynamic Load Balancing
Algorithm:

\

load information of each server in the cluster -
monitored and collected periodically by the frontde (lientl - . T8
balancer, raises the effect of load balance by tew |||
monitoring load variety, however, this will burddre Load || Setion 'l;;;:mg
workload of balancer which is the bottleneck of the | || e | |
cluster system. In this work we proposed individual Eeu | e
work load calculation technique and also provide th | dies s balancing
authority to decide who will perform this work. i "]'“;"'
Load library e
Algorithm: By | s
1. Load reporting section first comes into Server |
action, start collecting the machine load Basically two servers are needed because you can't
information on which it is running. do load balancing on single server. Here we have

2. Send collected data to load monitoring used three servers for deployment of load balancer.
section which is located on same machine. On server 1,server2,server3: Load Monitoring sectio
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for monitoring load of its own system, Load
Reporting section which reports load collected by

Monitoring Section to Load Balancing Library, Load [4]

Balancing Library which accepts data sent by Load
Reporting section and does calculations to findtlea
loaded or high performance machine.

parameterized factor: (5]

CPU Utilization

Disk time Utilization
User Time Utilization
Execution time
Physical memory
Kernel memory
Network 1/0

NouorwbE

Five or six Parameter are used for Calculating
System load and decide how to distribute a client
Request.

CONCLUSION
This paper attempted to proposed algorithm for
Implementing  Parameterized Dynamic  Load

Balancing Algorithm. This Concept presents a new
load balancing algorithm which includes distribuatio
of tasks on basis of certain parameter. This algori
proposed the solution of how to distribute load. so
every server gets occupied by workload when any
server overloaded as well as shows that workload
distribute uniformly among server to achieve load
balancing.
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