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Abstract - OpenStack is a free and ofsource cloudsomputing system software. is primarily deployed as
Infrastructure as a Service(laaS), which basicalans that the companies who own data centerg tsenanage
all their hardware resources and run l-scale applications for clients. The mission of Ctack is to provid
open source cloud computing software platform thdkt mveet the needs of public and private cloudsardigss o
size. It is massively scalable. The technology Whitakes OpenStack actually possible is the -related open-
source projects which deal thithe controlling of the pools of computing, netking and storage. The ust
manage their OpenStack instances, as they arelc#il®ugh a command line or a dashboard or in sceses
Restful API. Each aspect of the entire projectaivn separe project. One of which is actually, Manila. Manili
OpenStack shared file system service provides am@°| to manage shares in a vendor agnostic framewt
works with Linux NFS and Samba server. Standarthigivies include ability to create, dee and provide/deny
access to a share and can be used in independena aariety of different network environments.eTpurpose @
this project is to establish a shared file systemvise for OpenStack. We are trying to dynamicalhgate ¢
mechanismd share files between multiple virtual machineanses on the fl

Index Terms - OpenStack, Manila, NFS, Samba sel

1. INTRODUCTION
5. Horizon is the wellbased dashboard. It is usec

OpenStack means a collection of open so administer OpenStack servic

software projects that the service providers canta 6. Manila is the OpenStack shared file sys
setup their cloud compute and storage infrastrec service. It provides an API to manage share
Initial contributors are Rackspace and NAS has ability to create, delete or provide/ds
Rackspace contributed the object storage access to a share.

whereas MSA contributed the compute pi
Main OpenStack services ar- Nova, Swift,
Keystone, Glance, Horizon and Mani OpenStack

main services and compenents
1. Nova is the computing controller. It handles

tivities for the Iif le of inst vari Heat Harizon Keystone
aC |V| IeS Or e | ecyC e 0 InS anCGS . ) arIC orchestratm.n dashboard_ I ennty
components of nova are: neapi, rabbit-mq templates weh Ul SETViLE
server, novaompute, nov-network, nova-
Nova i
volume and nova-scheduler. net work Glance
2. Swift provides object store for OpenStack. It - conductor \;'“mn;agf
store billions of objects distributed across no SERE compute P
It is scalable in terms of size and capa VM
3. Keystone provides identity serv for all hypervisor
components and allows authentication Cinder external
authorization for all the OpenStack compone bluck storaye storages
4. Glance is the OpenStack Imaging service. _ _
used for lookup and retrieval for virtual mach Fig 1: OpenStack and its component

images. There are two components of gla
glance-control and glanaegistry
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2. LITERATURE SURVEY

Understanding cloud computing, basics of OpenS
and the services provides by OpenStack is disct
by Atul Jha[1] and Anuj Sehgal[2]. The architect
of OpenStack accordirtg [1] is as follows
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Fig 2 OpenStack Architecture|

Requirement of OpenStack these days is increa
Many companies are in an attempt to deploy 1
cloud infrastructures. Companies using OpensS
are Bloomberg, BestBuy, Comcast, Payetc.[3]

Understanding Manila and to get a vision
establishing shared filesystem for OpenStack.
also understand how to use the file share servidk
its use as a core service to OpenSta

Developer's OpenStack is known as devstacl
providesand maintains tools used for installation
OpenStack services.[5]. Installation of devst:
administering OpenStack cloud is described in
We can access OpenStack services either tht
dashboard or by using OpenStack comn-line
clients. Ubuntwspecific installation of latest versi
of OpenStack(Liberty) is provided in [

Yoji Yamato et al. have proposed a fast

restoration method of virtual resources on Oper€
when physical servers or virtual machines

down.[10]. Beth Cohen[9] hasuggested to plal
design and architect the cloud prope
understanding the user's need and-cases. Ibad
Kureshi et al.[11] have researched to provide

private cloud to improve High Performar
Computing(HPC) research infrastructt

3. EXISTING TECHNOLOGIES

Various types of drivers are used as the sto
backend for serving file shares to manila clie
Manila is not restricted to deployment in traditb
storage arrays. Hence, there is development gac
on Ceph and GlusterFS storage platforrAlso,
manila is deployed on traditional systems like N
CIFS and HDFS.

Another type in which Manila support
implemented is without using an external stor
array, instead using a generic driver provided
Manila. This driver creates a file sharsing Nova,
with each file share creating a new \

4 PROPOSED WORK

We are trying to deploy Manila using Samba set
It mainly works on CIFS. Althoug, driver can be
written for GlusterFS, HDFS etc. Main aim is mak
the new driver active, ase active driver is generic
one. We will create ananile instance first. After
installing the native client, we need mount a
volume through CIFS protocol, as Samba works
CIFS. Then we will set up Samba configuration
export the mount point of volun These changes are
to be done in smb.conf fil The difference is, while
using Samba for windows, we have to ex]
volumes manually; whereas Manila helps us to ex
the volumes automatical Thus, we can create
different VMs operating in the same nerk.

Swift

Horizon
v

Gluster FS

Fig 3: Proposed syste
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5 CONCLUSION

The outcome of this project is to implement a stiare
file system storage. The Manila project provides an
API for management of shared file systems with
support for multiple protocols and back-end
implementations. Simply, the goal of Manila it
what Cinder has done for block storage. We aim to
provide a vendor neutral management interface that
allows provisioning and attaching shared file syste
such as NFS, CIFS, HDFS etc. We aim to mirror the
architecture of Cinder, with support for a public
REST API. We plan to design solutions that are
compatible with the OpenStack ideas of modularity
and scalability.
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