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Abstract—The health industry accumulates huge amount ofttheelated data which can be processed and usdiddover
hidden patterns that can be further used for takffertive decisions. Data minitechniques can be implemented to devel
rationally intelligent system that can discovertsh@dden patterns from the previously collectecadatd can answer comx
query questions related to prediction of heartafiee The user is supposed to an a set of predefined questions. The sys
matches the answers to the hidden patterns formehdebtraining dataset and then produces the teBuét developed syste
can assist health care practitioners of level esh experienced and can also retthe treatment co:
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I. INTRODUCTION

Motivated by the increase in the rate of mortabfyheart
disease patients each year, researcheve been using data
mining techniques to assist health care patiendsa ining
techniques convert huge amount of unprocessed id#ii
useful information. The data is analyzed for relaships
within its content that have not been discoveresvipusly
The techniques used for prediction of heart diseéasthis
paper are nave Bayes and improvetidéans algorithm. Nav
Bayes falls under a classification type of data ingt
technique and improved keans comes under the clustet
type of data mining tectique. The logic behind combinit
these two clustering and classification algoritiimmgo make
the developed system efficient in handling labelsdvell as
unlabeled data. By clubbing the two data miningoatgms
the developed system will have bettdficiency and also
better accuracy in handling any type of c

Il. ALGORITHMS USED IN DEVELOPING THE
HEART DISEASE PREDICTION SYSTEM

Data mining is an iterative process. The iterafiveces:
consists of following steps like Data cleaning, &
Integraton, Data Selection, Data transformation, C
Mining, Pattern Evaluation. Data mining algorithnase
divided into two types supervised algorithm
unsupervised algorithm. Supervised algorithm rexg
training and testing dataset and is capable oflfng labeled
data set only. Unsupervised algorithm does notirecany
training or testing data set and are capable ofdliven
unlabeled data. Clustering using improvec-means:
Clustering is a process of grouping the data ihisters sucl
that similar @ta is located inside a cluster and dissimilar
are located outside a cluster. In this paper, we as
improved version of the traditionally used k mealgorithm
In improved kmeans we remove the dependency of the \
k. The value k denotes thember of clusters to be formed. |

removing the dependency of value k, the clustenuiaoy
increases and it also removes the need of domaiwlkdge by
the user. In this paper, the clustering algoritlsmused as a
input to the classification algorithi.e. nave bayes. Nave bayes
Nave bayes is a classification algorithm. It regsiitraining an
testing data set. Depending on the precise natfireh@
probability model, naive Bayes classifiers can taéned very
efficiently in a supervised learning. fadvantage of the naive
Bayes classifier is that it requires a small amanintraining
data to estimate the parameters necessary forifidasen.
This algorithm is based on the bayes theorem obalitity.
Bayes theorem:-

P(X|H)P(H)
PUHIX) = S5

Where P(HX ) is posterior probability of H conditioned
X, P(X H) is posterior probability of X conditioned on A(H)
is prior probability of H, P(X) is prior probabiitof X.

I1l. DATA SETS AND INPUT ATTRIBUTES
A Dataset with medical attributes was obtaitby the UCI
repository. This dataset is been used to extrattna that an
significant to predict heart disease predictionisTdataset wa
split equally as testing dataset and training e

A. Input attributes

e Agein Year

e Sex (value 1: Male; val 0: Female)

e Chest Pain Type (value 1:typical type 1 anginaued:
typical type angina, value 3:n-angina pain; value 4:
asymptomatic)

e Fasting Blood Sugar (value 1: ¢120 mg/dl; valugl@0
mg/dl)

* Restecg resting electrographic results (value @hag
value 1. having ST wave abnormality; value 2:
showing probable or definite left ventricular hyjpephy)
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 Exang - exercise induced angina (value 1: yes;evélu
no)

« Slope the slope of the peak exercise ST segmehig(\ia
unsloping ; value 2: flat; value 3: downsloping)

« CA number of major
fluoroscopy
(value 0-3)

e Thal (value 3: normal; value 6: fixed defect; valde
reversible defect)

e Trest Blood Pressure (mm Hg on admission to the

hospital)
e Serum Cholesterol (mg/dl)
« Thalach maximum heart rate achieved
e Old peak ST depression induced by exercise
e Smoking (value 1: past; value 2: current; valuae:er)
e Obesity (value 1: yes; value 0: no)

IV. PROPOSED ALGORITHM

vessels colored by e

outliers obtained in step 8 (value of k dependsiamber

of outliers).

Create a new cluster for the set B, by taking medne

of its members as centroid.

Find the outliers of this cluster, depending on the
objective function in step 6.

« If no. of outliers = p then

°Create a new cluster with one of the outliers as it
member and test every other outlier for the obyecti
function as in step 6Find the outliers if any.

« Calculate the distance of every outlier from thent@sd
of the existing clusters and adjust the outliersthie
existing which satisfy the objective function iet6.

e B=1271,22 Zq be the new set of outlieral@e of g
depends on number of outliers)

V. CONCLUSION

The modified K-means algorithm which does not regjui

number of clusters (K) as input is proposed beltnvthis | this paper we are proposing heart disease piedlic
algorithm two clusters are created initially by obimg two system using nave bayes and Improved k-means chegtéVe
initial centroids which are farthest apart in thetadset. This isgre using Improved k-means clustering for increpsthe

done so that in the initial step itself we can teemo clusters efficiency of the output. This is the most effeetimodel to

with the data members, which are the most dissimifes.
A. Input

D: The set of n tuples with attributes A1, A2,.., Am where
m = no. of attributes. All attributes are numeric

B. Output

predict patients with heart disease. This modeld@nswer
complex queries, each with its own strength withpezt to
ease of model interpretation, access to detailiriration and
accuracy.
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