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Abstract—Kernel tracing is essential for extracting appiaigr recurring runtime execution patterns and s#uater process
communication patterns for a system. There have beals developed to understand process executikerael levels, but
extracting the relevant information by manually lgmig the traces is a time consuming process. has motivated us to
review all the current methods of kernel tracingl d&imd the most suitable of all utilities availabl&€his would involve

understanding of the kernel events . We would ut@d. as a tool to generate the traces in Linuxn€brThe main objective is
to improve performance of the applications and cedilne workload. Also we can observe various tygfeeernel events and
their effect on the system.By performing this asmlythe user will be able to view the kernel psses as well as their
execution patterns.This survey basically compatead. with other utilities available for tracingetinux kernel.

Index Terms—Frequent pattern mining,kernel tracing,Scheduldaga Mining,operating systems,Multicore systems
processes and time varying characteristics of psEeshould

1 INTRODUCTION be taken into consideration.

THE kernel is a part of operating system that ipoesible for

controlling execution of processes like creati@rntination, 2 METHODS OF KERNEL TRACING
suspension, communication.It also allocates maimang for 2.1 Tracing using ktrace

the execution of the process.Linux kernel has aensike Ktrace is a utility included with certain versiooEBSD Unix
tracing infrastructure that is quite useful foand Mac OS X that traces kernel interaction withragram
debugging.Tracing of kernel is important to uncouseful and dumps it to disk for the purposes of debuggimgl
information like performance issues,to identify thetecks in analysis. Traced kernel operations include systeatlis,c
execution of processes and it can further be eetnidr processing, and I/O. The aim of ktrace is to previde user
optimizing the kernel.There are various tracing Isoowith the state of the system on the occurrence peftific
developed to inspect the Linux kernel , because ualanevents. Ktrace comprises of two components, useel le
inspection of the logs or traces is time consunkiog.the module and system level module. The kernel levetluf®is
Linux kernel, various tools and commands are abkildor the actual tracing module whereas the user levelubeoacts
generating the traces like top that provides a smatpof as the front end of the tracing framework.

currently running processes that can be sorted gusihl.l User Module

parameters like CPU usage or memory usage. Anatildy The user module provides a user interface. It autsrwith the
is 'strace’ that helps to record the interruptstesn calls and kernel module using device driver software. It passhe
signals that a process receives.There is also lanltirLinux following information to the kernel module

tracer like ’ftrace’ which is "function tracer” buprovides 1. Event Mask : It is a mask for the list of eventsiie
services beyond it. It is used for event tracingl ather ser wants to be traced.

functions like analyzing latencies.Yet anotheritytiavailable Variable Mask : It is a mask for the list ofvariasl

is 'ktrace’ which generates traces in an outpat filhe output th.at the user wants to be traced. 3.Pid : It is pite of an

file contains I/O , signals and system calls. Hdre,this already running process which the user wants todoed.
survey, we compare these tools with the Linux Trace; - Kernel Module

Toolkit(Ltt-ng) , which is an open source tracingltthat not e Lermel module obtains the the tracing infororatfrom

only traces kernel processes, but also traces € Une yser module with the help of a device driveftveare.At
processes.A session needs to be created for wihéclraces the occurrence of an event to be traced, the kenoelule has

and logs will be generated. These traces can furlie (, qore the values of all the required variab®s.the basic
analysed to understand, in deep, the executiorerpatiof y,.ing framework is such as, the user module pagise
processes. This analysis can be done by miningaheekirace .5qing options to the kernel module.Then the dagaed by
data.While performing mining inter-dependenciesugen the no Lerel module is continuously transferred teheaser
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module which happens continuously till the time thecing
goes on.

22 Use of strace

Strace is a tool which is used to trace systems cafid
signals.It is a diagnostic and debugging utility Egnux. It is

[T# cd Isys/kernel/debug/tracing [tracing]#

2.3.2 Function tracing

Ftrace uses the -pg option of gcc to have evergtiom in the
kernel call a special function mcount.To find outieh tracers
are available,we can simply cat the available tsafike in the

used to observe and study the interactions betwesresses tracing directory.

and the Linux kernel, which include system callgnal
deliveries, and changes of process state. The tiperaf

[tracing]# cat available_tracers
To enable the function trace we have to put théoviohg

strace is made possible by the kernel feature knasn command

‘ptrace’. The most common use of strace is to stgptogram
using strace, which prints a list of system callsdm by the
program. This is useful if the program is contityakashing
many times, or does not behave as expected; fommgra
using strace may reveal that the program is attiegnpio
access a file which does not exist or cannot be. rea

As strace is specifically used for only detailihg tsystem
calls, it cannot be used to detect as many probksns code
debugger such as GNU Debugger (gdb). It is, howeasier
to use than a code debugger, and is an extremefulusol
for system administrators. The following is an epéanof
typical output of the strace command:

Fig. 1: Output of strace

2.3 Debugging the kernel using Ftrace
Ftrace is a tracing utility built directly into tHenux kernel.
One of the advantages that Ftrace brings to Lisuke ability
to monitor what is happening inside the kernel.séish, this

open{".", 0 RDONLY|0 NONBLOCK|Q LARGEFTIE|Q DIRECTORY O_CLGEXEC] =}
=0
Izl (flags P CLORXEC)

4 w‘p‘] = 445

Estatbd(3, {st mode=8 IFOIR|0735, st aize=d0C6, ...
fentl6d(3, ¥ GETFD) E

getdentsed (3, /* 18 entries ¥/,
getdentstd (3, /¢ 0
cloze(3) =0
fstatéd(l, (st mode=5 IPIFQI0GI0, st size=l, ...}) =

mapd (ML, 403, FROT READ(EROT WRITE, MAP ERTVATE[MAR ANONYMCUS, -1, 1) = 0sb7E2c000
write(l, "autofs\nhackupe\ncache\nflexln\nganes". .., fautofad

makes finding problem areas or simply tracking ddwgs
more manageable. Ftrace has the ability to showetleats
that lead up to a crash, which gives a better ahafdinding
exactly what caused it and can help the develapereating
the correct solution.

231 Setting up Ftrace

The API to interface with Ftrace is located in tebugfs file
system.Typically, that is mounted at /sys/kernddldge For
more ease we can create a /debug directory andtritdbere.
We can choose our own location for Debugfs.Whendgetiis
configured, it will create its own directory calletacing
within the Debugfs file system. The action on thettinal is
shown below:

[tracing]#echo functiorurrent tracer
[tracing]#catcurrent tracerfunction

Difference between LTTng and ftrace is that in d&a
there is no availability of dynamic tracepoints ahat live
monitoring can be done using LTTng which is not gilole
with ftrace.
24 Top utility
Top provides a closer look at processor activityeal time. It
displays a list of the most CPUintensive tasks lmn gystem
and can provide an interactive interface for malaifing
processes. It can sort the tasks by CPU usage, ngamsage
and runtime.
24.1 Options with top
-d Specifies the delay between screen updates.
-p Monitor only processes with given process idisTtag can
be given up to twenty times. This option is neithgrilable
interactively nor can it be put into the configumatfile.
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Fig. 2: Output of top « Total Memory:lt denotes the total
25 Linux Trace Toolkit memory of the system.
Linux Trace Toolkit , an open source tracing frarodwfor LTTng is a set of software components.These commsne
Linux allows extensive and transparent reporting aflow interaction between the Linux kernel and user
process,event,descriptor and operating system itgctivapplications.It also controls the tracing sessiangnabling or
Thousands of kernel-event records can be tracety seeond. disabling of events,starting or stopping of traciagd more.
Each kernel event has a multi-feature ordered gitaining, Those components are clusterd into the followingkpges:
operating system sub-system involved with executihg LTTng-tools: libraries and command line interface to
event, process record which caused the event, et ¢ype, control tracing sessions.
the address or descriptor for any resource , aedtithe at LTTng-modules. Linux kernel modules for tracing the kernel.
which the event occurred. LTTng allows the userst® LTTng-UST: user space tracing library.
thoroughly , information about the processes anehtsvthat The data gathered after tracing the Linux kerneh oiser
were running during the trace period, including wheentext space application which is initially in CTF(Commdmace
switches occurred, how long the processes werekétbfor, Format) can be viewed using:

and how much time the processes spent executingnoss. - babeltrace is a command line utility which converts
much time the processes were blocked,the amoumieafory trace formats. It supports the format used by LT, Tnhg
allocated etc..Sample values for the attributes sl@wn in CTF, as well as a basic text output which may be
fig.3 greped.
' « Trace Compass is an Eclipse plugin used to
Attribute Sanl]}le Values visualize and analyze various types of traces,
— — : including LTTng’s. It also comes as a standalone
DIOCESS Firefox, staroffice, xFree8 application.
subsyste fle svs ooy, svscill. sched 251 Advantages of using LTTng
SUbsysicm IIE System, femory, Syscatl, SCe « LTTng can be used for analyzing the system where
Event open, alloc, syscallentry delays occur. . .
- : — . To see how processes interact with respect to
dcscnplnr bookmarks.himl, gEI[nnC(]fdu}' scheduling, interrupts, synchronization primitives,

etc.
. It can be used to log program execution detailmfro
a patched Linux kernel and then perform various
analyses on them, using console-based and graphical
Fig. 3: Trace Attributes with sample values tools.

A brief description of the sample values: 25.2 Why LTTng?

. Syscall Entry:A system call is ready to startThe unique features of LTTng is that it producesralated
execution in the kernel mode.The Linux kerndternel and user space traces.These traces havestlowe
contains a centralized mechanism to invoke systemerhead as compared to other solutions. The filrseare
calls and this central point corresponds to théesys produced in the CTF format, an optimized file fotnfar
call entry event. production and analyses of multi-gigabyte data. hgTis

. Syscall Exit:A system call is ready to return to theleveloped by a community of passionate developedshas
user mode.The return from a system call also takesen actively used since 10 years. It is curreatigilable on
place through a central mechanism and it corresporadl major desktop, server, and embedded Linuxibigtions.

1 (fle descriptor), 2331 (process ID)

to the system call exit event The main interface for tracing control is a single
. Page Alloc:A page of memory is assigned by theommand line tool named lttng. This Ittng can cestveral
linux kernel. tracing sessions, enable or disable events orythlter them
. Page Exit:A page of memory is freed by the linuxefficiently with custom user expressions, starstmp tracing,
kernel. and do much more. Traces can be recorded on dislerr

« Schedule In:The scheduler is invoked by the linuxover the network, kept totally or partially, ancewied once
kernel.The actual point is the beginning of th&acing becomes inactive or in real-time.
context switch function in the linux kernel.

. Schedule Out:The scheduler's job is finished.The3 CONCLUSION
actual point is the end of the context switch fiorct Kernel tracing is an important process to derivétable

in the linux kernel. recurring, run-time execution patterns and differémer-
o Free Memory:lt denotes the amount of free memorprocess communication patterns for a system. Tleee
of the entire system. various methods of kernel tracing using utilitidse’ktrace’,
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'strace’, 'ftrace’ discussed in the paper. Moreoveere are [16] “ftrace - function tracer.” https:
/lwww.kernel.org/doc/Documentation/ trace/ftrace.tx

tools developed to inspect the Linux kernel, beeatlse
manual inspection of the logs/traces is pretty tsoasuming.
The Linux Trace Toolkit(LTT), is an efficient, opesource
tracing framework for Linux, that allows extensivand
transparent reporting of processes, events, désgipnd
operating system activities. The gathered databeamiewed

using two tools - Babeltrace and Trace Compass ddtia can

be analysed by the system programmer in order tonge
the scheduler by improving its performance and caduthe

[17] “Ftrace.” http://elinux.org/Ftrace.

workload on the system.
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