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ABSTARCT:

Most of the Indian rural and suburban roads atedweal for driving due to improper and invisiblead
signs. This has led to many accidents causingdbbges and severe damage to vehicles. Many tegcles have
been proposed in the past to detect these prohlismg image processing methods. But there has litden
work specifically carried out for detecting theuesof road sign detection in Indian roads. To asklthis acute
problem, the study is undertaken with the objestilike, to make a survey of Indian roads, to suggjes
method to detect road signs and their classifinaind to suggest automated driver guidance sydtertinis
regard, Color Segmentation and Shape Modeling Witim Spline Transformation (TPS) is used with neare
neighbor classifier for road sign detection ands€iféication. Therefore, the attempt is made to mtvan
automated driver guidance mechanism to make thendrisafe and easier in Indian roads. The expetiahen
results obtained are tested with real time imagab#se collected across different roads in subrudsaas in
India and found satisfactory.

Keywords: Image Processing; Road sign; Thin Plate Spling(TPS); Nearest Neighbor Classifier; Color
Segmentation.

1. INTRODUCTION

Developing an automated driver guidance systenelig important in the context of Indian road coraiis. A
driver finds it difficult to control the vehicle éuto sudden pot holes or bumps or sudden turnsewtherroad
signs are not very prominent or missing most oftilmes. Suppose if there is a system with integratetion
camera and an integrated onboard computer witlvéhéle, a simple driver guidance system based amd
by frame analysis of the motion frames can be dgpexl and there by generate the alarm signals aogbyd
So that the driving can be made quite easier.

Road Image analysis is very important aspect fooraated driver support system. Real-time qualitativad
data analysis is the cornerstone for any modensprart system. So far, most of the analysis is doasually
and the use of image processing techniques foritatilad analysis is still at its early stage. Instipaper
description about novel image processing algoritbrdetect road sign with the results is given, \Wwhassign a
qualitative description to a road scene. The catalié description of a road scene can be useddotralling
road lights and putting hazard signals on the dd, thereby warning drivers to slow down or dithem to
alternative routes. An attempt has been made ttysma wider view of the path and evaluate the whol
description of road status. This full frame imageqgessing application requires a low-cost framdlgea and a
Pentium-based computer system for on-line real-bperations.

A sample block diagram of the overall prospectsvpresented in figure 1.
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Figure 1: Basic Block Diagram for Driver Guidanggst@&m

2. RELATED WORK

[1] The study presents an application of computer misiethods to traffic flow monitoring and road
traffic analysis. The said application is utiliginmage-processing and pattern recognition methods
designed and modified to the needs and constraimtsad traffic analysis. These methods combined
together gives functional capabilities of the sgst®d monitor the road, to initiate automated vehicl
tracking, to measure the speed, and to recognizdauplates of a car. Software developed was applie
approved with video monitoring system based ondgechCCTV cameras connected to wide area
network computers. Traffic signal lights are trigegk using an inductive loop. At a traffic light, an
automobile will be stopped above an inductive eoidl this will signal a green light. Unfortunatellye
device does not work with most motorbikes. Usinggasive system such as a camera along with image
processing may prove to be more effective at diegeehicles than the current system.

[2] The study determines that the features of werimotorbikes and automobiles are sufficient endagh
classify it as traffic.

[3] The study introduces a visual zebra crossirtgater based on the Viola-Jones approach. The basic
properties of this cascaded classifier and theofiggegral images are explained. Additional prd post
processing for this task are introduced and evatliat

[4] The study proposes that the autonomous veBi@déem is a demanding application for our daily.lifhe
vehicle requires on-road vehicle detection algonghGiven the sequence of images, the algorithred tee
find on-road vehicles in real time.

[5] The authors propose detection of road signsfstream of video frames. The technique here is a
threasholding on RGB color space and binary maskingxtraction of the road sign areas. This is the
technique adopted here in this paper for extrattiegROI of road signs.
[6] The author presents a robust and real timeagmbr to lane marker detection in urban streetschase
generating a top view of the road, Gaussian filsesused, RANSAC line fitting is used to give iadiguesses
to a new and fast RANSAC algorithm for fitting BerziSplines, which is then followed by a post-preoss
step.
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[7] The study proposes a methodology to detectslam@ideo frames. This method used here is a pticalane
model to represent lanes in each video frame. Rarmbal Hough transform and a Genetic Algorithm isduto
estimate the parameters of lane model. The propostidod is tested on different road images takea bigleo
camera from Ghazvin-Rasht road in Iran.

[8] This paper presents road signs are detectaddans of rules that restrict color and shape agdine signs
to appear only in limited regions in an image. Wihéze then recognized using a template matchingedetnd
tracked through a sequence of images.

[9] Real-time Traffic Sign Detection paper Yieldysj stop sign and red-bordered, circular signcansidered.
First, image is color segmented based on a thréstgptechnique. Then, corner features are detewsaty
convolution masks Geometric constraints used fapshrecognition along verification methods for esicim.

[10] Hough has proposed an interesting and comiputty efficient procedure for detecting linespittures.

In this paper the use of angle- radius rather thiope-intercept parameters simplifies the compaurther.

Also it is concentrated on general curve fittingd ajives alternative interpretations that explam source of its
efficiency.

3. PROPOSED WORK

A sample block diagram of the proposed work iseepnted in figure 2 as shown below.
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Figure 2: Generalized Block Diagram of the Proposkmtk

In this study a database of Indian road imagesliected. Images are acquired from a sedan frorsidrithe
driver's window with a digital still camera fromstationary vehicle. Hence, the images give an aséithview
of the road side as seen by the driver. The prapessrk considers stationary images to build thegena
processing system and leaves the blur removatifiiefor future enhancement in the work. Acquirethges
are fed to the image processing system. Here, $RPplied over the extracted sign image to getufeatfor
road signs. These features are classified with égaddeighbour Classifier to classify the road signany,
present in the scene.
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4. METHODOLOGY
Following are the phases of algorithm.

4.1. ROI segmentation with image thresholding

The first step of the algorithm is the region ofeiest segmentation which can be detected usimg citpr

information [5]. A “region of interest” is an ar@fthe image that may contain a road sigh andgsesented in
figure 3. A new black and white image is constrdatewhich all the pixels that satisfy certain tstnelds of the
sign color are black and the background is whitea(ty image — an image with only two possible pixalues)
and is represented in figure 4. Generally the igds are created on white with red color fordretisibility

which is therefore threasholding the area with peceand white color is necessary. Ludwig Lausseale[3]

presented a study on “Detecting zebra crossingging AdaBoost”.

e .
B B R T

Figure 3: Sign locating FigdreExtraction of Sign

4.2.  Thinning and Edge Detection

The Color based segmentation result varies witfedifit intensities of the image which are differdot to
different light conditions. Hence the segmentecaasenever the only ROI expected. Therefore afteage
thresholding, a thinning algorithm is implement&tis process reduces the thickness of the eddeeibihary
image. In result, the edges after the implememnidimve a thickness of one pixel.

4.3. Identifying theregion and clustering

Region identification is the calculation of the bding box which includes the regions. Once the bgmbox

is placed across the segmented region, entire isigmithin the bounding box. Now the bounding box is
extracted with a size of 64x64 matrix. When imagesstaken from different distance, the shape oftges in
the bounding box as well as bounding box size diff&s such resizing helps in extracting imagesmage
regions of same size. Though the enclosed infoomatiay vary interms of mean intensity informatishapes
remain identifiable.
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Figure 5:Generalized Block Diagram of Road Signeibtbn
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4.4.  Thin Plate Spline (TPS) and Recognition

An important feature in the image is the edgeshjéas. It is possible to extract image Contoumsrfrthe
detected edges. From the object contour the shipemation is derived. As it is already being diseed that
images taken from different distances with respedhe sign image will have shape information dtedent
sizes, it requires a transformation in size ortiotainvariant because, in Non-straight roads sighappear at
different angle of rotation.

The shape context is a techniqueepfesenting the shape information or edge oroemribformation
as a set of function or polynomial with functiorr@aeter or polynomial parameters. The basic idéa pickn
points on the contours of a shape which is bestimay for another p points with respect to a tésipe. For
each pointp; on the shape, consider time- 1 vectors obtained by connectipgto all other points. The
connection or the correlation of the points descatset of vectors which inturn is a representatiomodeling.
So, for the poinp;, the coarse histogram of the relative coordinatdbe remainingn — 1 point is defined to be
the shape context §;.

hi(k) = #{q # pi - (g—p;) € bin(k)} (4

The bins are normally taken to be uniform in lodapcspace. This is because a log polar spacetasion
invariant. The fact that the shape context is h @nd discriminative descriptor can be seen infithee 6, in
which the shape contexts of two different versiofighe letter "A" are shown.

@ (b
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Figure 6: Shape Descriptor and Log Polar Transftionaf an Image
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Figure 7: Shape Descriptor and Log Polar Transftionaf an Image

In the above figure, (a) and (b) are the samplexgk gubints of the two shapes. (c) is the diagrath@fog-polar
bins used to compute the shape context. (d) ishhpe context for the circle, (e) is that for tienbnd, and (f)
is that for the triangle. As can be seen, sincea(d) (e) are the shape contexts for two closebtedl points,
they are quite similar, while the shape contexf)its very different.

Now in order for a feature desaipb be useful, it needs to have certain invaganén particular it
needs to be invariant to translation, scale, srpeliturbations, and depending on application ratatio
Translational invariance come naturally to shapatext. Scale invariance is obtained by normalizatigadial
distances by the mean distar@édetween all the point pairs in the shape althahghmedian distance can also
be used. Shape contexts are empirically demondttatde robust to deformations, noise, and outliesiag
synthetic point set matching experiments. One carige complete rotation invariance in shape caste®ne
way is to measure angles at each point relatitbaalirection of the tangent at that point (sirtee points are
chosen on edges). This results in a completelyiooi@ly invariant descriptor. But of course thésriot always
desired since some local features lose their disaative power if not measured relative to the séiame.
Shape matching can be summarized in the followiagmer;

- Compute the shape context of each point foundeip &t

- Match each point from the known shape to a poindawmunknown shape. To minimize the cost of matcghing
first choose a transformation TPS that wraps thgeedf the known shape to the unknown (essentially
aligning the two shapes). Then select the pointhenunknown shape that most closely correspond@sith
wrapped point on the known shape.

- Calculate the "shape distance" between each pawoinits on the two shapes. Use a weighted sumeof th
shape context distance, the image appearance aistand the bending energy (a measure of how much
transformation is required to bring the two shapés alignment).

- To identify the unknown shape, use a Nearest NeighClassifier to compare its shape distance tpeha
distances of known objects.

5. RESULTS
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Figure 8: Sample Database for Road Signs
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Fig 9(a) : Result for Road Sign Training Images
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Fig 10: Result for Road Sign Testing.

416



E-ISSN: 2321—-9637
Volume 1, Issue 5, December 2013

| nter national Journal of Research in Advent Technology

Available Online at: http://www.ijrat.org

e ) | ]

File Edic View Insert Tools Deskiop Window Help ~

lNewse k aaoDei- 3|08 =

NOOVERTAKE

Fig 11: Result for Road Sign Recognition.
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Figure 12: Efficiency of Road Sign Classification

6. CONCLUSION

Real Time Road Images with real traffic conditiggresents many challenges as for as image proceasihg
analysis is concerned. Segmentation process segmmemty unwanted parts of the image and not the noack
signs. Similarly signs taken from different distaaayive different results. Therefore the proposedkvis a
break through as for as achieving results for Imd@ad images are concerned. The algorithm for RRigd
detection, classification and recognition giveaarall efficiency of about 70% which can be furtimaproved
by developing better filtering techniques to filtart unnecessary objects like the riders or otlek@rounds of
the road.
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