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ABSTARCT

Image can be represented in the area of Digital Processing, which is an optically formed duplicate or
other reproduction of an aobject. In this paper images are being used in analysing of an Object. Noise
means unwanted signal in an Image. Every Imageisrepresented by noise. Salt and Pepper noise has been
represented by bright pixelsin dark regions and dark pixelsin bright regions. Implementation of Noise
removal filter filtersthe unwanted disturbancesin the Image. In this work color image segmentation has
been extensively applied using K-means Clustering. Color segmentation is done in by color featuresin the
image in order to classify different colorsin an Image. Thersholding is the basic approach in Segmenting
an image. In thiswork Otsu Thersholding and Multiple ther sholding has been used to segment the I mage.
According to the intensity value of the pixelsthe images ar e being segmented.

Keywords: Salt and Pepper noise; Color image segmentation ; Thresholding.

1. INTRODUCTION

Image provides a better study in various areaes#arch. Image processing is a method to coamdrhage
into digital form and perform some operations grinitorder to get an enhanced image or to exti@oiesuseful
information from it. Image plays a vital role iretstudy of the objects in an image. Noise is aoandariation
of image density, visible as grain in film and pilevel variations in digital images. Noise is tHisturbance
that occurs in the image which reduces the qualitthe image. It is a key image quality factor; mgas
important as sharpness.

Noise can be filtered to reduce disturbances in an Image. Median filter can lesl deere to reduce
the impurities in the image. Hence it works welt tbhe Image taken for segmentation. The goal ofgena
segmentation is to cluster pixels into salient immaggions. The quality of the segmentation depemdthe
image. Segmentation is mainly used to locate olgadt get the information about that object. Thailtesf
image segmentation is a set of segments whichegntiovers the object.

K-Means algorithm has been implemented tister the color in the image. K-means algorithm is
an iterative technique that is used to separatgenaecording to the pixels. These form n clust€he quality
of image depends upon the k means clustering lisifa Thresholding is the simplest form of segtaton.
Thresholding produces uniform regions. Otsu metiod multiple thersholding is being implemented sda
perform segmentation in the image.

2. METHODOLOGY

A digital image is nothing more than data numbedidating variations of red, green, and blue ataigular
location on a grid of pixels. This figure represetiite architecture of the process.
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2.1. Noise

Noise is only meaningful in relationship d signal. Noise in an image refers to the distnce that is
caused due to the clarity of the image is beingiced. Noise in an image is tiny, unwanted randoxelgiin
areas where the areas are extremely different. a\Mikels are referred by black dots and Black RBixake
referred by white dots. In digital format the ineag acquired directly which may cause noise.

2.2. Salt and pepper noise

Salt and pepper noise is being used féris. noise appears like a black and white dot @ithage. Salt
and Pepper noise refers to single pixel noisessiedi This type of noise contains random occuesrof both
black & white intensity values, and often causedhrgshold of noise image. Salt & Pepper distrinuthoise
can be expressed by

P1, x=A
P&q P2, x=B
0 otherwise Eq. (1)
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Where P1, P2 are the Probatslibensity Function (PDF) p(x) is distribution said pepper noise
in image and A, B are the array size image. In pliger salt & pepper noise in image is randomlyuged in
white and black pixels of an image [6]. The maimalldnge in removing salt & pepper noise from imagdue
to the fact that image data as well as the noismesthe same small set of values, which compbcidue process
of detecting and removing the noise.

2.3. Filtering

Filtering technique is a technique which oes the unwanted components from the images wd@oke
damage to the clarity of the image. There are vartgpes of filtering that are used to remove thisenin the
images. Median filter is being used to reduce thisen Median filter removes the outliers in the gmavithout
reducing the sharpness in the image. Another megerof filtering is to reduce the blur and the #peobjects
can be highlighted.

2.4. Median filter

Median filter is a well known method that can revacalt/pepper noise from images [2]. The removal o
noise is performed by replacing the value of windoenter by the median of center neighbourhood. Its
disadvantage is the distortion of corners and lthis in the image. Median filtering is a commoapsin image
processing[6]. It is particularly useful to redwsgeeckle noise and salt and pepper noise.

2.5. K-Means clustering

K-means algorithm aims in the partition of n obsgion into k-clusters. K-Means algorithm is the giest
method in the segmentation technique. Segmentitiased to breakdown the image into smaller compisne
In this work color image has been segmented fromirtput image. The color image segmentation has bee
performed by applying the initial color clustergiire K-Means algorithm.

Algorithm

Let us assume that there are n observations (&grines{x1, x2, x3...... xn}.

Let these be the k representation cluster{c1,c2,c8}..the procedure for the k-means technique ®bsws.

Step : 1 The difference between observation and clugidsround.

Step : 2 Assign the observation to the cluster with whioh distance is minimum.

Step : 3 Calculate the new mean of the cluster afteotiservation is added.

Step : 4 Repeat the steps till a predefined threshoidas

2.6. Otsu algorithm

In Otsu's method we can search for the tlmldshat minimizes the intra-class difference ia thass,
defined as a weighted sum of differences of thedlaseses by using the mathematical methodically.

o?w(t) = w () (t) + w, (H)af (t)

Edg. (2)

2
Weights“i are the probabilities of the two classes sepatayeaithreshold and?i variances of these
classes.
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Otsu shows that minimizing the intra-class variaisdiae same as maximizing inter-class difference:

03 (t) = 0% — a5 (t) = w; (Dwy (O (O — 1, (D)

which is expressed in terms of class probabiliéesnd class means. =
The class probabilityy, (t) is computed from the histogram as t:
w; (£) =X§p(D) Eq) (4
while the class mean Type this equation hefg is:
puy(0) = [Eop(Dx(D 1/ wy Eq. (5)

where x(i) is the value at the center of the i8tdgram bin. Similarly, you can computg(t) andy, on the
right-hand side of the histogram for bins greatantt. The class probabilities and class meandeammmputed
iteratively. This idea yields an effective algonth

Algorithm
Step 1: Calculate the histogram and probabilities oheatensity level
Step 2: Set up initial w;{0) andy;(0)

Step 3: The possible thresholds t=1 maximum intensity is
1. Update w; and y;
2. Compute o (t)

Step 4: The threshold maximumea? ()

Step 5:  You can compute two maxima (and two correspugdhresholds)s?, (t) is the greater max and
o2, (t) is the greater or equal maximum

Step 6: Desired threshold£=heidat threshold,

2.7. Multiple thresholding

Thresholding is an important technique for gmaegmentation that tries to identify and extsatztirget from
its background on the basis of the distributiog@y levels or texture in image objects. Multigiestsholding is
used where there are two or more classes in areimag

0 (ky, ky) = Py(my—mg) %+ Py(my—mg) % Py(ma—my)? Eq. (6)

3. Reault

The experiments were carriedioMatlab2010 and the results are as shown
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(A) Original Image (B) Filtered image (C) Srgb2Lablmage

(D)Image labeled by cluster (E) Objects in cluster 1

(G) Objects in cluster 3 (H) Otsu-optimal segment (1) Multiple Thresholding

4. CONCLUSION

In this paper clustering algorithm is useddentify the insect in the Image. Noise has besnoved from
the Image Using Median filtering which works wedtlrfsalt and Pepper Noise. Clustering is being done
identify the color in the Image. K-Means clusterpgrforms well for the clustering of color in thedge. Color
separation has shown to find the Objects in thggan&egmentation has also been performed in thgeima
This is done perfectly by using the Otsu and Midtithresholding techniques which are being usedetoa
better view of the insects which has been perforogdg segmentation. Using these thresholding igoks
the object has been clearly segmented from the émvagjch gives clear information about the objectam
image. The output shown in this work highly protest thresholding provide good segmentation forgesa
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