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ABSTRACT

This paper is the review of different navigation systes for the blind and visually impaired people. Navigtor would
detect an object or obstacle for blind person, guil them and help them travel in familiar and unfamilar
environments independently and safely. The main comgt is that the Blind navigation system must take meration
when it is needed. There are many navigation systearfor visually impaired people but few can providedynamic
interactions and adaptability to changes. The Perfonance of the designed navigation systems were evated by the
visually impaired subjects and Testing results suggethat the different blind navigation systems carbe used to guide
visually impaired subjects to their desired destintions.

Keywords: Blind, navigation, obstacle, object, sensors, ogontroller, motion detection processor, sonar
Sensors.

[. INTRODUCTION

In the last two decades a variety of useful assisiievices have been proposed, designed and dedeilo@n
effort to complementarily assist visually impairgdlividuals during navigation in their living andovking
environments. The experiment reported in [1] isaawned with one function of the navigation systeguiding
the traveler along a predefined route. They evalgatdance performance as a function of four difiédisplay
modes: one involving spatialized sound from a wirtacoustic display, and three involving verbamnotands
issued by a synthetic speech display. In [2] thera&tive 3-D space sensation is studied thattéspreted by
our computer vision prototype system and transtemo the user via a vibration array. The obstaeales
detected in close proximity and then the informatid the captured visual scenes are representddtastable
pattern of vibrations on the human body. In [3adel of a voice user interface (VUI) for a moliéading
device is presented. Three field studies with bjpadticipants were conducted to develop and rafieemodel.
Research paper [4] uses a precise position measuntesystem, a wireless connection, a wearable ctanpu
and a vocal communication interface to guide blirsttrs and help them travel in familiar and unfaamili
environments independently and safely. The pagdetdScribes ongoing work into a portable mobiliig, avorn
by the visually impaired. The system uses stersioiand sonar sensors for obstacle avoidanceemogmition
of kerbs. Paper [6] explains a wall tracking expemt to collect echo data as a monoaural sensomeasd
parallel to a wall which involves an investigatioithe components of the echo and the geomettyptioaluced
them. Research paper [7] discusses System on emthddded which is blind navigator to detect an il
the blind person and guide them.

II. EXPERIMENTAL VIEW

A. Blind Audio guidance system

Blind Audio guidance system is more beneficial fdind person because it used for both indoor and
outdoor & also used with stick or without stick. Bge of this system the blind person walk withae af stick.
Blind Navigator would detect object and guide blpefson use of audio instructions. System will beetl on
embedded system. The Ultrasonic(US) sensor is fasatistance measurement and Infrared(IR) sensosésl
to detect an object or obstacle. The APR sounaBys use for audio instruction.
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In this system, four IR sensors and one US sessosaéd. The IR sensors provide detail about obthats
will come in route. IR sensors detects the objedeft side, right side and the bottom, and audformation is
conveyed through the earphone. The US sensor mevhte information about the object in straightethier

the object is movable or not and message is comvtyeugh earphone. US sensor can also give theages
that depicts the distance of the object from thex.us
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Fig 1. Audio guidance system using US sensor

Here Tx means US Transmitter and Rx means US reiceilhe power supply provides constant +5v
voltage to controller through the serial link. Teentroller gives the supply to US sensor. The raoig&S
sensor is 3cm to 3 meter and frequency range iKH¥0to 50MHz. Ultrasonic transmit the continuouslgves
which has high frequency. When object comes irptith of signal then it will reradiate by object aedeived
at US receiver which has low frequency as compateansmitted waves. The Voice massaging chipniglei
chip recording divide, volatile storage, and plagko&apability 40 to 60 seconds. It is generally fssenessage
storing. It has 1 MB memory for save the messalges.divided in 8 parts that means save 8 messaghip.
Now received signal gives high voltage to the aallér and according to which program will executéédwed
by this the stored message is activated and audssage was conveyed by earphone.
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Fig 2. Block diagram of blind navigation system

Here the microcontroller is connected with IR sen&ts sensor, APR sound system, Power supply or
Battery and Ear phone. Initially the high supplyitage is provided to IR sensor circuits which gater
oscillation frequency of 30 KHz continuously. THiequency is transmitted by IR LED & when obstambenes
in the path of this sensor this frequency will thade by obstacle & received by photodiode whichegi
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corresponding low output to the controller accogdin which the corresponding program will execubel
corresponding signal is given to APR circuit folledvby this the stored message is activated add
mesage was conveyed by earphc Similarly US sensor having 5 v supply for transmgtsignal and receive
initially having low voltage and when obstacle canie tte path of signal then it willadiate by obstacle ar
received at receiver which gives higoltage to the controller and according to whichgoaon will execute
followed by this the stored message is activatetlaario message was conveyed by earphone. MIQ & fos
the recording the message in chip.

B. An Integrated Indoor/Outdoor Blind Navigation System

Drishti is made up of COTS(Commer-Off-The-Shelf) hardware and software. Our prototype we
approximately 8 Ibs. Drishti outdoor version ufHSPS to locate the visually impaired user in todoor
environment and provides him/heith dynamic route and reroute sen. Thissystem is a integrated indoor
and outdoornavigation system using whi the user can travel in any place without chan services. He or
she can go from an outdoenvironment to an indoor environment cce versa bgpeaking a simple commar
This work gives the usaxtensive convenience and independe

Fig 3. Using Drishti in outdoor environment
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Fig 4. Using Drishti in indoor environment
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Fig 5. Ultrasound location system coverage of timau$ House

Hardware components in the Drishti , integratedesysconisists of:

* Wearable computer

» Differential GPS server

*  Wireless network

» Ultrasound positioning and location algorithms

Ultrasound positioning system harnesses ultraséamigigh resolution high seperatability positiogirThe best
resolution can be within 0.3 mm. It can consistofindefinite number of pilots and beacons to ferarge

system with the customized software. The two besewa attached to the shoulders of the user usihgrd/ as

shown in Fig4, to easily receive the ultrasounaaigsent from the pilots and to provide not only pasitbut

also orientation. Figs shows how the ultrasoundtjpmsng device covers the “smart house”. In thistem 4

pilots are used that are mounted on the four cerokthe “smart house” ceiling to provide full @wage of the
house. The beacons on the user’s shoulders carysaiwaeive ultrasound signals from at least twotpiht

different positions. The flight time difference thie ultrasound signals is used to calculate thiamtie between
the beacons and the two closest pilots.

C. Wall Tracking With a CTFM Ultrasonic Sensor

The research reported in this paper exasnthe way blind people navigate using an ultrasseigsor
mobility aid and determines what information istlie Continuous Transmitted Frequency Modulated (@) F
echo of a wall that the blind people can perceive ase to track the wall. For a blind person, sensi wall
involves panning the sensor in the direction regflito get the desired information and separatingtech
echoes from unwanted ones. In order to do thisseteip an experiment to track a wall with a CTFkagonic
sensor.
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Fig 6. ultrasonic mobility aid

The observations from that experiment &sthhs to develop a model of the wall echo. Thelte®f this
research imply that blind people may be more istexkin finding areas of free space where thermischo.
Blind people seem to prefer to listen to low anyalé echoes and use them to track the wall. The acbostic
cues vary in frequency according to how far theseers from the object, thus indicating distanche Tuser
listens to these sounds through earphones andtbytihg the differences between sound signals dantify
the different objects. To recognize objects we needxtract features from the echo. In this systesingle
monaural sensor, multiple echo components, senstiomand an echo model to detect the features.eEhe
received by a sensor from a wall when the senssristaimed at an angle of 40° to the wall. We fbtimat the
echo contains three types of components: an orti@gecho component, a surface echo component and an
object corner echo component. We demonstrate hestetecho types can be recognized and trackecdeas th
sensor moves along a wall. We developed a suisoftivare to analyze and extract features from #rsar
echo. These features then become the data thaseveouwall tracking. The software tools we use ageak
detector and a trough detector.

D. Robotic Sensing for the Guidance of the Visually I mpaired

The project prototype, as shown in Figure 7, cosgwrisystem electronics in a backpack and sensaich ate
mounted either on the backpack or on the user'y.bbltree sonar sensors are fixed to the user'sapeltone is
mounted at chest height. These sensors are drivéringerpreted by a Motorola HC11 microcontroll@wo
calibrated grayscale cameras are mounted on rigits,awhich extend over the user’s shoulders from th
backpack.The camera orientation can be adjusted over a gsmadle for alignment. The vision part of the
project at presenises an image capture and process board based ®h@4#0 processor.

i, v, i, — e, — o ST . > b B, i 5

prototype

Fi 7. Project
Ground-Plane Obstacle Detection (GPOD) algorithimctv uses disparity between stereo image pairs
to detect potential obstacles. Obstacle deteciacpmplicated by the significant sensor movememds arise
from the user’s walking action. An estimate of roatis required for three reasons: To estimate gfquosition
when it cannot be seemp removal the complex gait motion from the peredivmotion of world entities, to
allow tracking, an aid to image feature matchingtigh time. Experimental analysis of walking gaibws that
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the components of motion are approximately sinwdoid form. Each component is therefore modeledaby
single sine wave with fundamental signal paramedéramplitude, frequency, phase, and a fixed offs@n
zero, which are assumed to be constant over skadds of time, and must be estimated as the uatswA
change in the type of motion is detected by a patfetector and a tracking action chosen accorgirifjl for
example, the change in the motion falls below a&shold value, it is assumed that the person hagpetb
walking and the current position is then used asstimate of future position

Dynamic Ground Plane Recalibration (DGPR) is foreeled mobile robots moving over flat ground,
there is no change in position of the ground plegiative to the cameras, and the cyclopean grolsep
disparity function is therefore fixed. However, thensor movements that were modeled in the pregecison
make it impossible to use a one-time, fixed groptahe calibration in this application. Dynamic rdmation
of the ground plane is importanét prevent human movement affecting obstacle deteeind to obtain a better
estimate of the ground plane for slopes, hillsan-flat ground.

Step number 1121314
Total no. of obstacles in region 6l6|61|8
No. of obstacles detected by GPOR (0 |0 | 0
No. of obstacles detected by DPGR | 4 | 4 | 5

Table 1: Comparison between GPOD and DGPR results

Fig 8a.The original image.

Fig 8b. Result from Ground Plane Obstacle Detection
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Fig 8c. Result from RANSAC Dynamic Ground Plane &igcation.

A comparison between GPOD and DGPR in terms ohtimber of obstacles detected in the first 4 images
shown in Table 1. In these tests, the between-immageements were measured approximately by handn Fro
the second image onwards, the basic GPOD algofféiiimto detect any obstacles, but the DGPR allgarits
unaffected by the movements.

Fig 9. Testing the user interface with the sonasses.

Figure 9 shows the user interface with the sonas@®s. Three sonar sensors were mounted on the
user’s belt, one aiming directly in front of theesusand the others pointing at about 15 degreeach side. This
configuration was found to provide adequate covemigthe ‘danger area’ in front of the user, angrtevent
obstacles falling between the beams of neighbasérgors. A small vibrating motor was mounted ctoseach
sensor. Each motor was activated when the correépprsensor detected an obstacle at a range lassath
threshold selected by the user. A fourth sensomamitr were mounted at chest height. The users toanaate
their bodies to scan from side to side to findemchpath, instead of stepping sideways into unknianntory.

IV. APPLICATION

The navigation systems detects the obstacles aittgthe blind and visually impaired people by
helping them travel in familiar and unfamiliar emoriment , independently and safely.

V. RESULT

Blind audio guidance system is used to transforswmali information to auditory information. Drishti
provides a hands-free travel and living convenietcéhe blind and visually impaired user. It preesdthe
dynamic interaction, the adaptability to changdse Timitation of this system is that the error alaulation of
the distance when the subject sits and also th&imgrange of this system depends on the coveragleo
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wireless network.CTFM ultrasonic sensor, resulttidate that more useful information is containedeaho
components and they also demonstrate that acouaditéollowing is possible.
The results of the types of navigation systemabsitated as follows.

NAVIGATION SYSTEM RESULT

Blind audio guidance Visual information is transformed into
system auditory information.

Drishti Provides hands free travel convenience

to the blind both indoor and outdoor.
CTFM Ultrasonic Sensor | Helps in detecting the multiple objedts
from echoes.
Robotic Sensing Guides to avoid obstacles and raised
edges of the road.

Table 2: Results
VI.CONCLUSION

Blind navigation system uses sensors to deteablfects or obstacle in the path and helps the hiind
navigating through the city without the aid of aassistance. These systems will allow blind trawserdevelop
much better representations of the environment ither providing the auditory guidance or Mechanical
guidance.
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