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ABSTARCT:

The digital image line extraction and edge smoothing in general provides abstracted rendering of an
image. It simplifiesthe visual interpretation of an image and convey certain features of it more effectively.
In this paper we are presenting a method using 2-D adaptive filtering which is used for preserving the
edges while extracting the lines from image. Also a colour based edge detection method is proposed using
which chromatic components of an image are extracted through cluster analysis. Thisline extraction and
edge detection scheme is shown to be very effective in preserving the important features of an image. The
quality analysis part is calculating Mean Square Error (MSE) and consequently Peak Signal to Noise
Ratio (PSNR) which isan approximation to human perception of reconstruction quality.
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1. INTRODUCTION

Edge detection plays an important role in imagec@seing and analyzing expert systems. Success in
detection of edges provides us a means of progedsbi@ image properties with the help of region
segmentation, object detection, and hiding theiapfatures of an image .Edge detection may bd use
several image processing applications where we reefigure out the important properties of an
image[4].The edge detection process serves a labhatyzing images by significantly reducing the amto
of data to be processed, while at the same timgepring useful information about object boundafsin
general, feature extraction refers to the transémion of the observed image into one or more gdizeth
images on which the actual detection of edges sed#5]. Adaptive filtering smooth’s images andragts
the lines from images by means of a combinatiomezrby image values like intensity and texture.sThi
method combines the features of an image basebeotethniques of line extraction and image smogthin
with edge detection. In contrast with filters tlogterate on the three bands of a colour image separan
adaptive Wiener filter can enforce the perceptuetrim underlying the CIE-Lab colour space, and sttmoo
colours and preserve edges in a way that is tumédrman perception [3]. In contrast with standatdrfng,
adaptive filtering produces no imaginary coloueagl edges in colour images, and reduces noise viheye
appear in the original image [1].Finally, the penfiance of an edge detection scheme is expresstk as
Peak signal-to-noise ratio and the root-mean-sqogthe localization error or Mean Square Error @84S

[4].

2. OVERVIEW

We shall define low level feature to those basitdee that can be extracted automatically from raage

without any shape information (information abouati relationship).As such adaptive filtering istually a

form of low level feature extraction performed apant operation. Naturally all of these approacbas be

used in high level feature extraction, where wel fimapes in images[9].The first order detectoregpavalent

to first order differentiation and naturally thecead order edge detector operator are equivaleahéohigher
level of differentiation. A large humber of studirave been published in the field of image edgedien,

which attests to its importance within the fieldimiage processing. Many edge detection algorithave been
proposed, each of which has its own strengths asakmesses. A good edge detector should be ableteotd
the edge for any type of image and should showerigésistance to noise [7].
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Examples of approaches to edge detection inclugeritims such as the Sober, Prewitt and Robertige e
detectors which are based on the first order dévivaf the pixel intensities. The Palladian-of-Gsian (Log)
edge detector is another popular technique, usistgad the second order differential operatorsetead the
location of edges [6].In point of conceptual vietwe edge detection methods are categorized inttextal
and non-contextual approaches. The non-conterte&tods work autonomously without any prior knowgled
about the scene and the edges. They are flexiblbansense that they are not limited to specifiages.
However, they are based on local processing focasdble area of neighboring pixels [8].

The contextual methods are guided by a priori kedge about the edges or the scene. They perform
accurately only in a precise context. It is cldattautonomous detectors are appropriate for geperpose
applications. However, contextual detectors argtdhto specific applications that always inclushages with
same scenes or objects. Structurally, the edgectitatemethods incorporate three operations: difféation,
smoothing and labelling. Differentiation consigtseivaluating the desired derivatives of the im&yaoothing
lies in reducing noise and regularizing the nunariifferentiation. Labelling involves localizinglges and
increasing the signal-to-noise ratio (SNR) and easing the Mean Square Error of the detected edges
suppressing false edges [7].

Further clustering is used to provide the extractip features from the image. Clustering methodsieually
iterative methods to partition an image into a nantif clusters or groups. The initial clusters twabe re order
to make it include only similar characteristicstad end of the operations. K-means clustering isxample of
clustering method. The basic algorithm or operatipitks K cluster centers, either randomly or basedome
heuristic. Then assign each pixel in the imagehodiuster that minimizes the distance betweerpikel and
the cluster center. Re-compute the cluster cebiees/eraging all of the pixels in the cluster .Reeps 2 and
3 until convergence is attained (e.g. no pixelsmgeaclusters). This algorithm is guaranteed to eogw, but it
may not return the optimal solution. The qualitytbé solution depends on the initial set of clustend the
value of K. When the number of clusters is fixedkiok-means clustering gives a formal definition aas
optimization problem: find the k cluster centersl assign the objects to the nearest cluster cesueh, that the
squared Euclidean distances from the cluster anenized [2].

3. LITERATURE REVIEW

3.1. Flow Based | mage Abstraction

In this paper, an automatic technique was suggesi@dgenerates a stylistic visual abstractionffain a
photograph. Our method is designed to convey kodpes and colours in an abstract but feature-preserving
manner. First, it captures important shape bouedarn the scene and displays them with a set ofosmo
coherent, and stylistic lines. Second, it abstrdetsnterior colours to remove unimportant detaiisthe object
surface while preserving and enhancing local shapést separates our approach from previous alistnac
techniques is the use offlw-based filtering framework. We employ existing filters fdime extraction and
region smoothing and adapt them to follow a highly anisotropic kéthat describes the “flow” of salient image
features. We show that our approach improves tistradiion performance considerably in terms of Uesat
enhancement and stylization, resulting in the petidn of a high-quality illustration from a photagh that
effectively conveys important visual cues to thewer. Such information reduction could facilitaigiak data
deciphering, as well as efficient data transmissieer the network

3.2. Edge and Line Feature Extraction based on Covariance Model

The purpose of this work is to build a feature astor for Signals with multiple edges (or linesyhwarying
heights. As such, this work is an extension of @&@work and others. Since we don’t want to pregedihe
design towards a filter, we prefer to use the tégature extractor rather than detection filter TBp starting
point in the development of the feature extracsoa imodel in which the occurrence of edges in ighals is
described in terms of conditional auto covariangecfions. Application of the Bayes criterion (minim risk)
with unit cost function for both the detection ahe localization of the edges results in a featxteactor, the
output of which can be interpreted as a sequentmgdfkelihood ratios associated with the inpgrsl
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3.3. A Computational Approach to Edge Detection

This paper describes a computational approachge ddtection. The success of the approach depentso
definition of a comprehensive set of goals for twenputation of edge points. These goals must beiggre
enough to delimit the desired behavior of the detewhile making minimal assumptions about the faithe
solution. Here the author defined detection andalipation criteria for a class of edges, and presen
mathematical forms for these criteria as functionsthe operator impulse response. A third critei®then
added to ensure that the detector has only on@meepto- a single edge. He used the criteria inemnical
optimization to derive detectors for several comrimoage features, including step edges [3].

3.4. Bilateral Filtering for Grey and Colour | mages

Bilateral filtering [3] smoothens images while pgesng edges, by means of a nonlinear combinatfarearby
image values. The method is non-iterative, locati simple. It combines grey levels or colours basedoth
their geometric closeness and their photometridlaiity, and prefers near values to distant valireoth
domain and range. In contrast with filters thatrape on the three bands of a colour image sepgratéilateral
filter [3] can enforce the perceptual metric ungieig the CIE-Lab colour space, and smooth colourd a
preserve edges in a way that is tuned to humarepgon. Also, in contrast with standard filterifglateral
filtering produces no phantom colors along edgesoilour images, and reduces phantom colours winene t
appear in the original image in this paper, we pegpa no iterative scheme for edge preserving snimgpthat
is non-iterative and simple. Although it claims emrrelation with neurophysiological observationigpaint out
that our scheme could be implemented by a singter laf neuron-like devices that perform their opieraonce
per image. Furthermore, this scheme allows expicforcement of any desired notion of photometistathce.
This is particularly important for filtering coloimages.

4. PROBLEM IDENTIFICATION

Given an image that we view as a height field okepintensities, the task of Feature extractiorolugs the
following sub problems:

1. Line extraction. Extract the lines from the image using 2-D adaptiviener filter which uses a fuzzy
inference system to extract the lines from objects.

2. Edge smoothing. Remove and cluster the objects with the help oMé&ans clustering method and
subsequently smoothen the edges of the image

3. Quality Analysis. Analyze the quality of the produced images by waking Peak signal to noise ratio and
mean square error.

Solving the first problem results in a “line extiiaa” while the second results in a “smoothenedaga surface.
The combination of these two solutions often resimtan image as feature extracted. Finally thensitucted
image and the original image is compared so thatameanalyze the quality of reconstructed images.

5. PROPOSED METHODOLOGY

The feature extraction is done on the followingste

1. The image is applied to a 2-D adaptive WienéieFso that the lines may be extracted from thagenand
the noise may be reduced in the image with the bielpzzy inference system.

2. The object detection and edge smoothing is dumaeigh color based segmentation using K-meanseeiog.
3. The combination of above two steps provideshgsiimage reconstructed in such a way that has some
important features extracted from the original imag

4. The quality approximation of the reconstructethge after edge detection and line extraction isedoy
calculating PSNR and MSE values for reconstruateaie.

Furthermore, the MSE and PSNR values must be eadzliprogressively for the proper approximatiorowf
end results so that the error incurred in the tegubhbstracted image must be clearly understoadpaoperly
reduced to a level of accuracy. The output of tt@ppsed methodology must provide us a way to eixtraec
image properties in a manner such that the exttacteage features may be carried out for the itegati
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abstraction process. Hence we apply the methoddtorggxtracting the important features from a digimage

BLOCK DIAGRAM OF PROPOSED METHODOLOGY
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Fig. 1. The figure above represents the interntedigeps involved in the proposed methodology

and must use it for further processing of the image

6. RESULTS

The proposed method described here is providingesamortant feature extracted from the original gadike
object removal, Edge detection and line extracsonthat it can be used in many other image praogssi
applications. Firstly the adaptive filtering prog&lus a low level feature extraction from a digitahge which
provides us a better view of those low level feeguike line drawing of the principle edges andrmaries. The
clustering provides us a collection of objects whinust be differentiated by the similarities betwebe
objects. Further the line drawing capitalizes oa tutput of the adaptive filtering and providesausearly
sketch of our original image. The object detectieature provides us with objects based upon some &f
similarities. At the final step, the edge smoothprgvides us with sharp edge boundaries and hilghvet of
drawing and merged together with the extendeddmagving output providing us an abstraction of tinage.

7. CONCLUSIONSAND FUTURE WORKS

To summarize, whatever | study | found that evelydei having some advantages and some limitatiois Th
paper is focussing on the feature extraction aféal image and analysing the quality of the araiimage and
the reconstructed images. This will help us inititerpretation of an image in such a manner withiprovide
the abstracted look of various objects of an imbige animals, plants, buildings, still objects, aodtdoor
scenes.As for future work, we will try to find dotter filtering techniques to remove the smadrisls of false
edges from our results. We also plan to modifyalgorithm to detect edges from color images diyesithout
converting it to grayscale.
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