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ABSTARCT:

Motion-pictures play a significant role in fulfilli ng people's entertainment needs. There is a substal
amount of multimedia data in the world, diverse incontent and origin. In order to make efficient useof
this data it should be labeled or indexed in some amner. Such labeling would make it easier for
individuals to retrieve the type of content desired Today, due to advancements in Internet technology
consumers have access to an abundant amount of mesifrom various on-line services. This has created
the need for automatic content-driven movie retrieal. Although considerable advancements have been
made in the areas of video retrieval and collaboradn. Movie genres identification still act as a keyask in
such systems. The proposed method for Action and lHor genre classification uses Artificial Neural
Network (ANN). The system consists of an artificiaheural network trained with values of color pixels
The system is tested with a dataset of 100 samplewe videos taken from a public domain YouTube. The
system achieved over all accuracy of 90% in clasgihg the video into action and horror genres.
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1. INTRODUCTION

The automatic labeling of video footage accordinggenre is a common requirement when dealing with
indexing of large and heterogeneous collectionidé@ materials. This task may be addressed, eiflobally,

or locally. Global-level approaches aim at classi videos into one of several main genres, eagtoons,
music, news, sports, documentaries, etc. But tleel ne classify into sub-genres like movies(Actibtarror,
etc) exists. In this paper focus is done on hoxdao sample can be classified into Action or Horrdeo and
video genre classification is consequently inteigateas a typical machine learning problem that lve® two
fundamental steps: feature extraction and datssifilztion. Especially the choice of a suitablektapecific
feature set is critical for the success of suclaasification approach and an ideal feature setildhmontain as
many genre specific cues as possible. Due to adwagats in Internet technology, consumers have at¢oesn
unprecedented amount of movies from archives ammu& online services. This has created the need f
automatic content-driven, user constrained choiceideos. Although considerable advancements haenb
made in the areas of video retrieval, annotatiod amdexing. The most needed task is to automate the
classification process for classifying the moviesntatch the user preferences. Being able to auicaligt
classify movies into variant genres by human iigelice has motivated the automation of the samis. viti
simplify 1) indexing multimedia databases to hearsh for particular types of movies, 2) automdiica
identifying movies for consumers through user peziee modeling, 3) facilitating automatic movie twom
altering and summarization.

2. RELATED BACKGROUND

There have been a number of interesting studiesitomatic genre classification of video files. ZsRaed et.al.
four low-level visual features, average shot lengtior variance, key-lighting, and motion conténtprder to
classify trailers into four genres: action, comedigma, and horror. The results showed that theirfes, which
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were inspired by cinematic practices, led to a ggedre classification performance on a set of 160yiWood
movie trailers.[6] One of the contributions of thig@rk is to revisit these features for a much largailers
dataset.

Howard Zhou et.al Experimented and demonstraieshbw the usefulness of introducing scene featianes
movie genre prediction.[7] However, the resultsvéeeaoom for improvement. First, the method does not
consider the dynamic components of scenes, sirleeks a representation of the action and movenvihin
shots. Second, although the database was constrsgtd that erroneous entries are all removed erstif
exists. The trailers have a wide variety of aspatibs and resolutions, making direct feature caispa is
difficult; additional compression artifacts withsome videos significantly distort the extractednscéeatures.
Lastly, some movies were filmed in black and whirgking their scene features quite different frdvase
present in the modern day trailers. The presemteddwork for automatic classification of movie genusing
features from scene analysis. The results demdedtrénat a temporally-structured feature based tos t
intermediate level representation of scenes cgmihgrove the classification performance over the of low-
level visual features alone. In the future, thegasgion is to build upon static scene analysiswatude scene
dynamics, such as action recognition and cameraement estimation, to help achieve higher-level dyica
scene understanding.

Alex Black stock et.al gives the extensive testy/therformed both with feature sets and the twesifiers;[8]
the work determined that the classifier and featsts are behaving as they should. However, thiasity of
the accuracy across these datasets is still unmerand indicative of something else that is wrombe
assumption was made that the data has an inhareétattion. Half of the labels applied to the 399igts were
labeled with at least one of Drama, Thriller, Comedction and Crime. Thus, even with a completeijdw
guess, the classifier still has a pretty good shdieing right if it guesses some of those lalidie. confirmation
was done that the classifier makes more-or-lessuenguesses for each movie. Thus, the common pnolvkes
avoided in classification - believing that our ésare accurate when in fact the classifier makesame guess
every time and that guess happens to be corretihiéomajority of the test data. Unfortunately, théems to be
the extent of movie scripts freely available on lternet. Despite this limitation, the classifieas still able to
perform particularly well in multiway classificatio Although the classifier was charged with giviegch
movie several genre classifications, it was up3®&5ccurate at nailing every single genre for &gimovie.
Considering the relatively small size of trainingdatest sets, this is a very acceptable performéned for a
classifier. With n different labels, a multiway s&ifier is expected to be correct 1/n times.

Anna Bosch

et.al presented a scene classifier that learegoges and their distributions in unlabelled ti@jnimages using
pLSA, and then uses their distribution in test iegmgs a feature vector in a supervised nearestbwigcheme
in [9]. In contrast to previous approaches, sigaffitly superior performance was obtained. The stfdhe
influence of various descriptor parameters havewshthat using dense SIFT descriptors with overlagpi
patches gives the best results for man-made asasdtir natural scene classification. Furthermdis;overed
topics correspond fairly well with different objedn the images, and topic distributions are caestshetween
images of the same category.

Jan C. van Gemert,

et.al presents scene category classification hgnieg the occurrence of proto-concepts in ima@6$.The
proto-concepts represent by using color invariaapd natural image statistics properties. By expigit
similarity responses as opposed to strict seleaifancodebook vocabulary, it was able to genezalie proto-
concepts to be applicable in general image coflasti The demonstrated applicability of the approach)
learning 50 scene categories from a large colleafonews video data; b) a collection of 101 catigoof web
images; and c) two large collections of photo-stonlges, comprising 89 categories, where categaties
learned from one and categorized from the other.

Zeeshan Rasheed and Mubarak Shah deviced a methpmiform a high level classification of moviesoin
genres using the previews is presented in [11{nhénfuture the plan is to extend this work to amalgomplete
movies in order to explore the semantics from thet devel to the scene level. The plan is to wilthe
grammar of movie making to present the higher lelesicription of the entire stories.
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Jan C. van Gemert,

et.al presents a preliminary examination on a database of music collected from film scores irr fpenres
(Action, Romance, Horror, and Drama) utilizing tirmaband a select set of rhythm features.[12] Ihitgsults
suggest that the music from Action genres is thetnetearly distinguishable (particularly from Draraad
Romance) with Drama and Romance being the leatihatisFor the purposes of conducting a preliminary
analysis, all of the music tracks within a singlmfgenre were broadly labeled by the movie geH@wever, it
is clear that such a labeling scheme is likely booad as several tracks within a specific genre mayibit
characteristics of music from another genre (eug.Action sequence of music in a Drama movie og viersa).
The Future work will involved a closer examinatioheach track to determine the most appropriategnys
of the data and should serve to improve classifinaficcuracy. Additionally, while rhythm featuresene
considered on a small scale, the study was dondrmteimbral features.

Matthew R. Boutell,

et.al presented an extensive comparative studyos$ible approaches to training and testing in irfaliel
classification.[13] In particular, the contributidiollows: Cross-training, a new training strategy tuild
classifiers. Experimental results show that croasiing is more efficient in using training datadamore
effective in classifying multi-label data. Then, GZiterion using threshold selected by MAP princifge
effective for multi-label classification. Other skification criteria were proposed as well whichyrba better
suited to different tasks where higher precisiomizre important than high recall and furtherEvaluation,
their novel generic evaluation metric, provides aywo evaluate multi-label classification resultsa wide
variety of settings.

M.J. Roach,

et.al showed discriminatory properties of diffégréypes of dynamics within video sequences havenbe
presented.[14] The motion measures are contentrdepé and are therefore the ultimate filter, irt ey are
based on the observed content. Thus it can be eonapitary to any form of static labeling e.g. mettadThe
results show that the dynamic feature extractiotho@s reports have good discriminatory propertiesjastify
being part of an overall classification system fpagsncluding static and audio features. Using ju80 second
randomly chosen clips, the system has a classditatror rate of about 6% applied to the 3 videsges sport,
cartoon and news. Genre is an area of inquirytiaatbeen given significant attention in a varigtp@ademic
fields, with a particular emphasis found in aboventioned studies. Their exist different issuesteelao a
video genre such as how genres are created, hgwctrebe defined, how they are perceived and ifiedhti
how they are disseminated, how they change, how #re interrelated and how we make use of them.
Furthermore, genres often encapsulate multipleglisclusters. Hence, A method for identifying Awion &
Horror genre for movie videos is proposed usingfigial Neural Network.

3. PROPOSED METHOD

The proposed method employs Feed Forward NetworArtficial Neural Network for training the system
which automatically classifies the given videittie action or horror genre.
The method consists of two phases, namely:

(1) Genre Classifier Construction

(2) Genre Identification
The overall algorithm for the proposed methodol@mptraining and testing phase is presented below.
Step 1: A video sequence of 60 seconds is given as arn toghe system, wherein the video frames fromgver
5 second interval is selected for feature extractio
Step 2: The object based features such as fire, gunfidilst, etc are extracted from the above selectdeowi
frames.
Step 3:The extracted features are given as input to #exlForward Network with 2 input nodes and 3 hidden
nodes which will create a Knowledge base.
Step 4: The knowledge collected from repeating the abaeegss collectively creates knowledge base which
forms the Video genre classifier.
Step 5:The test video sequence of same 60 seconds is g&vmput for testing the above generated classifi
Step 6: The object based features such as fire, gunfidilst, etc are extracted from the above selecteeoi
frames and given as input for the classifier.
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Step 7: The test video feature are compared by the classifith the knowledge base and the given video is
identified as either Action or Horror video.

3.1. Feature Extraction

The video frames from the given input video seqeeatca regular interval of 5 seconds are sele@teel.object
base features such as fire, gun, fist fight, explgsetc are recognized. These are stored in avettsize 5 X

5. This forms a knowledge base for that particuldeo sequence. This process is repeated for altrtining
sample videos. The feature vectors are given astifgr the Artificial Neural Network for the clagsir
construction. The selected video frames are theideti into various pixel blocks/zones with the siz& 5 as
shown infigure 3.1 The sum of all pixels in the zone is computedolhiepresent one feature/value of an
image. Totally 36(30 * 30 size of the image) featuare computed in the same manner for an entagdérand
features are stored in the feature vetor he feature vectoX is described in equation (1).

Count of pixels
representing zone
5X5

Figure 3.1: 5 X 5 image block
X=[fi] 1<=i<=36 . (1)
Where fi is feature vector ath zone.
These features are used in FeedForward Networkato the system and the resultant will be the Genre
classifier.
The sample Knowledge base for each feature is shaaw.

Table 3.1 Knowledge base for features

Feature Feature values
Fire 020000436530524032010500000005155550
Gun 2555523000030061052001B3®%90005005552
Blood 2505105080002050000230@10060000422
Fist fight 0000001655505000556D75354005440451
Sparks & explosion 4555535000005300700001501300354253
Dark object 000004115556555205@5056015005355554
Dark background 000000008000205M®EB0O020010060000422
Distorted image 00000016555050006060175354005440451

3.2. The Genre Classifier Construction phase

A set of training Video are taken from a public domlike YouTube. From these videos the video frame
extracted at a regular interval and from thesea@ufes are extracted. The features extracted frotiovideos
are Fire, Gun, Blood, Fist fight, Sparks and exiplosThe features extracted from Horror videos Bi@od,
dark object, dark background and distorted images. Artificial Neural Network (ANN) used for traimj the
system for genre identification. The architectuiréhe FeedForward Network of ANN is explained below

3.3. Architecture of FeedForward Network

The type of Architecture implemented in the projedteedForward Network, this performs Paralleltibsited
Computing, Feedforward structure is showrFigure 3.1[16] This neural network is formed in three layers,
calledthe input layer, hidden layer, and output layer Each layer consists of one or mowades represented
in this diagram by the small circles. The linesAmn the nodes indicate the flow of informatiomirone node
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to the next. In this particular type of neural netky the information flows only from the input tbet output
(i.e., from left-to-right). The nodes of the indayer arepassive meaning they do not modify the data. They
receive a single value on their input, and dupdidhe value to their multiple outputs. In companisihe nodes
of the hidden and output layer aetive. This means they modify the data as shown in Ei@u. The hidden
layer extracts the features of the input and oufpl active node performs storing and mapping work

Information Flow

5
>

OQufputlayer
{Active nodes)

Hidden layer
{Active nodes)

Inputlayer
{passivenodes)

Figure 3.2 FeedForward network

The variables: X1, X1,. . . .. X5 hold the data to be evaluated (as-igure 3.2). For X1, X1,. . . . . X1s,

example, they may be pixel values from an imagmpéas from an audio signal, etc. In this caseyitdeo

frames from video files. They may also be the ougdlsome other algorithm. The binary string inpyample:
‘a’=[110000 1], etc. is used in the projdeach value from the input layer is duplicated sedt to all of the
hidden nodes. This is calledly interconnected structure. As shown Bigure 3.2

SUM=2wiXij

/ WEIGHT
X, . =

Figure 3.3 Neural Network Active Node
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The values entering a hidden node are multipliedvbights a set of predetermined number is stored in the
program. The weighted inputs are then added toym®a single number. This is shown in the diagrarthb
symbol, X. Before leaving the node, this number is passedugir@a nonlinear mathematical function called a
Sigmoid. This is ari'S " shaped curve that limits the node’s output. Thathe input to the sigmoid is a value
between <o to +o, while its output can only be between 0 and 1.

3.4. Error Back-Propagation Algorithm (EBP)

In the back-propagation algorithm (Rumelhart and Mbta&el, 1986) is used in layered feed-forward
ANNSs.[17] This means that the artificial neurone arganized in layers, and send their signals “&wd#;, and
then the errors are propagated backwards. The net@oeives inputs by neurons in the input layed the
output of the network is given by the neurons omatput layer. There may be one or more intermediatden
layers. The back-propagation algorithm uses supedvlearning, which means that we provide the dlgar
with examples of the inputs and outputs we wantrtework to compute, and then the error (diffeeenc
between actual and desired results) is calculditkd.idea of the back-propagation algorithm is tuce this
error, until the ANN learns the training data thairting begins with random weights, and the goabiadjust
them so that the error will be minimal. The traimediral network itself operates in a feed forwaahner. The
weight adjustment enforced by the learning rulesppagate exactly backward from the output layevugh the
so-called “hidden layers” towards the input layEhe machine learning process of the neural netvwsikn
iterative process to obtain minimum error.

3.5 The Genre |dentification

The test video samples are given as input to teeesyone by one. The frames from the video sequaree
selected at regular intervals for feature extractibhe object based features such as fire, gun,fifibt,
explosion, blood, dark object and distorted imagfesare extracted from the above selected videndsaand
stored in vectors in the method explained in sacBid. The Feature vector of the test video lodkslar to the
vector shown below.

T=[2555523000030061052008350005005552]
The above generated vector is compare with the ladne base shown in Table 3.1 and it is observadtiie
second row vector matches with the test video ve@ious the object Gun is identified and the videsaid to
be of action genre. The classifier uses the knogddzhse as shown in Table 3.1 and identifies ezstlsample
videos into either Action or Horror videos. The ionfant thing to be noted is the Artificial Neurabtork
creates the knowledge base during the procesainirtg, hence, the vectors may differ at each imgiprocess
and same with the genre identification process.

4 RESULTS AND DISCUSSION

A collection of 100 videos has been made from alipuwideo domain like youtube and metacafe. The
collection is a mixture of trailers, movie scen€&be videos are made to be of equal length(60 se}csul
same video format(.avi) by using freely availabtdtware, Videocutter. The videos are passed onerzy
through classifier and the video genre is clagsifi¢o either Action or Horror. The recall and pgséan are 0.92
and 46 out of 50 for the action videos respectivBlyd The recall and precision are 0.88 and 4406&0 for
the horror videos respectively. Overall the syspErformance can be showed as a recall and preci$ior80
and 90 out of 100 videos tested.

CONCLUSION

The work carried out is to develop a method to fifigrihe genre of the video specifically into Aatiand
Horror. The FeedForward Netwoid Artificial Neural Networks is used to train theystem forming the
classifier for the system. The system is develojpetMATLAB.This classifier is capable of identifyinthe
genre of the video into either Action or Horror genThe experiments were carried for a set of lid@os
downloaded from YouTube. And the results reveal tha developed system is 90% efficient in ideimifythe
genre of the video. The system is 92% and 88% ateun identifying Action and Horror genres respagy.
The horror videos are usually of dark backgrounéctvimight have made the feature extraction difti¢ai the
horror video which resulted in less accuracy. Fthmresults achieved, the developed system carsdxb for
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genre identification for Action and Horror in thelgo archives. In future the system can be modifiedentify
multi-level genres as well.
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