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Abstract:  In this Paper we have introduced a new class of analytic functions and its subclasses by using 

principle of subordination and obtained sharp upper bounds of the function 

   ( )      ∑   
 
       belonging to these classes. 

Keywords: Bounded functions, Inverse Starlike functions, Starlike functions, Univalent functions and extremal   

function. 

1. INTRODUCTION 

             Let    denotes the class of functions of the form 

 ( )      ∑   
 
                                                                                            (1.1) 

which are analytic in the unit disc   *        +. Let   be the class of functions of the form Eq. (1.1), 

which are analytic univalent in  .  

Bieber Bach [7] proved that        for the functions  ( )   .  

And Löwner[6] proved that        for the functions  ( )   .  

With the known estimates        and       , it was natural to seek some relation between    and   
  for 

the class  . Fekete and Szego [9] used Löwner’s[6] method to prove 

the following  well known result for the class  .  

 

 Let  ( )   , then 

        
     ≤  {

                                                                                      

      
(
   

   
)
                                                                                (   )

                                                                                         

 

The inequality Eq. (1.2) plays a very important role in determining estimates of higher  coefficients for some 

subclasses    (Chhichra[10], Babalola[5]). 

Let us define some subclasses of  . 

We denote the class of Univalent convex functions  ( )    ∑    
  

       by  , satisfying the condition  

  
((   ( ))

  ( )
                                                                                                       (1.3) 
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A function  ( )      is said to be close to convex if there exist   ( )    S
*   

such that 

  
((   ( ))

 ( )
                                                                                                     (1.4) 

The class of close to convex functions introduced by Kaplan[16], is denoted by C and it  was shown by him that 

all close to convex functions are univalent. 

   S
* 
(A,B) = {

   ( )      ;  
((   ( ))

 ( )
    

    

    
             ,     }                    (1.5) 

Where   S
* 
(A,B) is a subclass of  S

* 
. 

             Fekete-Szegö problem for strongly alpha quasi-convex functions was studied by  Abdel-Gawad[3]. For 

different functions in the class S, the upper bound of |      
 | has been investigated by many authors 

including Goel and Mehrok[12] and in recent times by Al-Shaqsi and Darus[4], Hayami and Owa[15], Al-

Abbadi and Darus[1]. 

Gurmeet  Singh et al.[2]  introduced the class of   inverse  Starlike functions for the functions 

     g(z)  =  z + ∑     
    

         ,   satisfying the condition  

   

     Re (
  ( )

 ∫  ( )  
 
 

) > 0 ,  z        i.e. 
  ( )

 ∫  ( )  
 
 

  < 
   

   
                                                 (1.6) 

 

We introduce the class   of Univalent Starlike functions  ( )    ∑    
  

        , 

                            

      *
 *  ( )+ 

  ( )
+  

   

   
 

 

         ;                                                                                   (1.7) 

The subclass of   consisting of the functions   ( )    ∑    
  

       ,                           

   
*
 *  ( )+ 

  ( )
+  

    

    
                                                                                       (1.8)   

Here, Symbol   stands for subordination, define as follows:

 

Principle of subordination: 

              If   ( ) and  ( ) are two functions which are analytic in  , then  ( ) is called a subordinate to 

 ( ) in    if there exists a function  ( ) which is analytic in   satisfying the conditions  

  ( )  ( )                and        ( )   ( )     

such that  ( )   ( ( ))              and we write         ( )     ( )  

We denote the class of analytic bounded functions of the form   

 ( )   ∑    
  

     ( )      ( )       by   .                                            (1.9) 

Here,                     
                                                                                              

2. RESULT AND DISCUSSION: 

      THEOREM 1.1 :       If  ( )    , then the result 
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     ≤     

{
 
 

 
                         

 

 
                                                                                                (    )

                        
 

 
   

 

 
                                                                                               (    )

                      
 

 
                                                                                                  (    )

                     

is    sharp. 

Proof : By definition of   ,we have  

                 *
 *  ( )+ 

  ( )
+  

   

   
 

 

                                                                                       (1.13) 

 On Expanding Eq. (1.13) we have  

1  + 
 

 
     (     

 

     
 

 )  
       - - - - - -  =  1 + 2     (      

 )        - - - - -               

                                                                                                                                             (1.14) 

After identifying the terms in Eq. (1.14), we have                                 

        
     ≤     | 2   + 10    

    − 16µ    
  | 

This leads to  

        
     ≤     2 + [ |10 − 16µ | − 2]     

                                                                  (1.15) 

Case I :  when ,        
  

  
        then Eq. (1.15) leads to 

        
     ≤     2 + ( 8 − 16µ )     

                                                                     (1.16) 

Subcase I(a) :  when ,   
 

 
      then  Eq. (1.16) leads to   

        
     ≤     10 − 16µ                                                                                  (1.17) 

Subcase I(b) :  when ,     
 

 
      then Eq. (1.16) leads to 

        
     ≤    2                                                                                                     (1.18) 

Case II :   when ,     
  

  
       then Eq. (1.15) leads to 

        
     ≤    2 + [ 16µ  − (10+ 2)]     

                                                               (1.19) 

Subcase II(a) :  when ,    
 

 
       then  Eq. (1.16) leads to 

          
     ≤    2                                                                                                   (1.20) 

 Subcase II(b) :  when ,    
 

 
      then  Eq. (1..16) leads to 
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     ≤     16µ − 10                                                                                       (1.21) 

Combining subcase II(a) and subcase I(b), we get   

          
     ≤    2          , if      

 

 
        

 

 
                                                             (1.22)                      

This completes the theorem. Therefore the result is sharp. 

Extremal function for the first and third inequality is given by 

       ( )   
 

(   ) 
                                                                                                        (1.23) 

And Extremal function for the second inequality is given by 

         ( )  
 

(    ) 
                                                                                                     (1.24)          

THEOREM 1.2 :       If  ( )    , then the result 

        
     ≤  

{
 
 

 
 (   )(     )    (   )                              

       

 (   )
                                (    ) 

(   )                                        
       

 (   )
   

       

 (   )
                                             (    )  

             (   )  (   )(     )              
       

 (   )
                                             (    )          

          

  is sharp. 

Proof :      By definition of   we have 

                 *
 *  ( )+ 

  ( )
+  

    

    
 

 

                                                                                    (1.28) 

On expanding   Eq. (1.28) we have  

1  + 
 

 
     (     

 

     
 

 )  
       - - - - - -  =  1 + (A−B)    (   )(       

 )        - - - -                                                                                                                                                

                                                                                                                                  (1.29)                                                                                                                                                                                                       

After identifying the terms in Eq. (1.29), we have                  

        
     ≤    | (A−B)(       

  ) + 2 (   )    
   − 4µ(   )    

  |    

This leads to  

        
     ≤   (A−B) + {|2(   )   (   )    (   )  −(A−B) }    

       

                                                                                                                                                    (    )                               

Case I :  when ,       
     

 (   )
        then Eq. (1.30) leads to    
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     ≤  (A−B) + {(A  )(       )    (   ) }    

                   (1.31) 

 Subcase I(a) :  when ,    
       

 (   )
       then Eq. (1.31) leads to 

          
     ≤     {(A-B)(2A−3B) − 4µ(   )                                                    (1.32) 

Subcase I(b) : when ,   
       

 (   )
     then Eq. (1.31) leads to 

          
      ≤  (A−B)                                                                                            (1.33) 

Case II :  when ,      
     

 (   )
     then  Eq. (1.30) leads to    

        
     ≤   (A−B) + {4µ(   ) − (A−B)(2A−3B+1)}     

                           (1.34) 

Subcase II(a) : when ,   
       

 (   )
      then  Eq. (1.34) leads to 

        
    ≤   (A−B)                                                                                               (1.35) 

Subcase II(B) :  when ,   
       

 (   )
       then  Eq. (1.34) leads to 

          
     ≤    { 4µ(   )  (   )(     )                                            (1.36) 

Combining subcase II(a) and subcase I(b), we get   

          
     ≤   (A−B)        ,    if   

        

 (   )          
       

 (   )                                                (1.37)    

This completes the theorem. Therefore the result is sharp. 

Extremal function for the first and third inequality is given by 

         ( )   z(    )
 (   )

                                                                                       (1.38) 

 Extremal function for the second inequality is given by 

          ( )  
 

(    )                                                                                                  (1.39) 

3. CONCLUSION: 

If we take A = 1 and B = -1 (         ) in 

the result of theorem 1.2 , we get  the result of  

theorem 1.1, therefore our result for the theorem 

1.2 reduces to the result of the theorem 1.1. And 

the results are sharp and also if we put A = 1 and B 

= -1 in the extremal function of theorem 1.2, we get 

the extremal function of theorem 1.1. Hence 

theorem 1.2 is the generalization of theorem 1.1. 
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