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 

Abstract: The raging and ever growing popularity of social 

media, with its reach and depth, also gained the attention of 

cyber-criminals for the dissemination and distribution of 

malicious contents and link. In order to achieve this, they 

create fake and doctored profiles to send malicious 

messages to social media users on various platforms, 

leading to misinformation campaigns, fraud, spam or 

malware promotions. Thus it is very important that such 

malicious profiles are detected and remedied at the earliest 

possible, so that the resulting harm could be minimized. The 

objective of this research work is to develop a modified 

model for detection of malicious profiles on Twitter. In this 

modified model, we have identified simple and derived 

salient features by examining the public information 

available on the twitter in order to classify malicious and 

legitimate profiles with accuracy over 96.92%. Experiment 

illustrates that our modified model to detect malicious 

profile in social media has significant improvement over the 

previous work. 

 

Keywords: Online social media analysis, security and 

privacy, malicious profile, fake profile. 

 

I. INTRODUCTION 

Across the world, Online Social Media such as Facebook, 

Twitter, or LinkedIn, allow users to present themselves as an 

online profile, using these profiles, users are able to share 

their ideas, feelings and information [1]. Online social 

networks are also becoming an essential part of any business 

or government strategy and communication. Online social 

network like Twitter is growing on a daily basis and as a 

result, cyber criminals and attackers have developed interest 

in distributing malicious contents and links on this platform. 

In order to send malicious messages and links to legitimate 

users they have also been creating and using fake profiles. 

In a social network like Twitter it is easy to have access to 

all public information like users names, profiles and users 

contents in comparison with, for example, email where even 

getting a large number of email addresses for massive 

complaints is a very hard task. This is a huge advantage to 

cybercriminals.  
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It is very easy for them to get all the information they 

need for both sending malicious messages and links. They 

can easily create clone or fake profiles to attract the victims.   

Sybil attacks are one of the most widespread attacks 

against online social media [2], in this attack, it impersonate 

the real users' identities across online social media via 

creating several fake accounts known as Sybil accounts. The 

Koobface, Petya, Wannacry virus family types are an 

example of computer viruses attempted to collect sensitive 

information, such as credit card numbers and personal 

details, from social media users [3] and [4]. 

Although the researchers introduced several approaches 

for detecting malicious or fake profiles, but they do not 

provide the desired effectiveness and accuracy [5]. In 

present research work we have used user‟s profile, activity 

and previous behavior to detect malicious profiles as soon as 

possible. 

The rest of the paper is organized as follows. Section 2 

presents the related work. Section 3 describes our proposed 

model to detect malicious profile. Section 4 presents our 

evaluation and experiments results and the last section 

draws a conclusion and future work. 

. 

II. RELATED WORK 

The detection of malicious content has been studied since 

email spam [6]. Now it is extended to the online social 

media where cybercriminals can easily find their targets and 

information. Malicious content are unwanted content in 

social media includes unrelated tweet content, sharing 

malicious links or fraudulent information. These types of 

messages express a different behavior from what the normal 

social media is intended for. By identifying this different 

behavior we can filter theses messages from social media. 

The most of the previous work in this field has focused on 

the detection of malicious profiles that produce malicious 

content. The recent malicious profile detection work can be 

classified into three categories as depicted in figure 1.1: 

 

1. Examine The URLS:  The first category of work, such 

as [7], [8], [9] and [10] detects malicious accounts by 

examining the URLs or domains of the URLs posted 

along with the tweets. The messages could be classified 

on the basis of whether they are tagged as malicious or 

not by publicly blacklisted URLs/domains. They used 

several URL blacklists for detecting malicious tweets 

from their retrieved dataset, therefore they can classify 

only tweets contains a URL link, and is not able to 

detect other types of malicious tweets. 
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2. Social honey accounts to attract twitter spammers: 

The second category of work, e.g. [11] and [12] detects 

spam accounts by utilizing social honey accounts to 

attract twitter spammers. Honeypot techniques help to 

detect malicious users by attracting them to their sites 

and entering themselves into their networks with the 

goal of harvesting information from them. Then by 

analyzing and finding their distinguished behavior we 

can classify malicious users from legitimate users. This 

technique is very effective but time consuming.  It is 

generally useful to trap targeted cybercriminals. 

 

3. User profile and activity pattern detection: The third 

category of work, such as [11], [13], [14], [15] and [16] 

mainly utilizes machine learning techniques to classify 

legitimate accounts and malicious accounts on the basis 

of their selections of classification features. They used 

users profile, tweet contents, user‟s historical and 

network information that is publicly available to detect 

malicious users in the social media. 

 

 In this research work we have used user‟s profile, activity 

and previous behavior that is publicly available to detect 

malicious users. As the creation and maintenance of 

malicious accounts is mostly done automatically, 

profile-pattern detection method provides a better way to 

classify malicious users from legitimate users without 

detailed analysis of Tweets [17], [18], [14], [19] and [20].  

Benevenuto et al. (2010) used profile information such as 

„„number of followers and number of followings‟‟ to detect 

fake profile [14]. Many researchers as in [20], [21] and [22] 

extracted different features from user‟s previous behaviors 

such as average number of hashtags, average number of 

URL links and average number of user mentions that appear 

in their tweets. They also extracted other non-historical 

features such as number of followers, number of followings 

and age of the account. 

 Thomas et al. (2013) purchased fake accounts from an 

underground market and found that there is strong 

correlation between the three features userprofile-name, 

screen-name, and email parameters for all fake accounts 

[17]. Such a pattern recognition method could be used as a 

pre-identifier of malicious profiles. 

 Lee et al. [22] and Yang et al. [23] used different 

techniques to study the spammers' behavior. They both used 

features based on user‟s previous behavior and their social 

networks such as tweeting rate, following rate, percentage of 

bidirectional friends, FOFO rato and local clustering 

coefficient of its network graph. 

  Miller et al. [24] solved spammer detection problem as 

an anomaly detection problem. They built a clustering 

model in which spammers are considered as outliers.  

Most recent method to detect malicious accounts in social 

media is based on their activity patterns. For example, Jiang 

et al. (2014, 2016) detect suspicious profiles in Twitter 

based on abnormal user activity [25] and [26]. Similarly, 

Clark et al. (2016) used linguistic features with other 

features to classify fake profiles [27]. 

 

III. PROPOSED METHOD 

 

In present research work we have used user‟s profile, 

activity and previous behavior to detect malicious profiles. 

The goal of this work is to obtain a set of features derived 

from the public information available in order to correctly 

classify malicious and legitimate profiles in the social 

media. In this section we describe malicious profile 

detection system that classifies malicious and legitimate 

profiles in the social media. 

 

A. Problem Statement 

As we have seen, Malicious Profile detection is a 

basically a classification problem. Formally, a malicious 

profile detection is a model M that predicts the class label ˆy 

for a given input example x, that is, ̂ y =M(x), where ̂ y ∈ {1; 

0}. Where 1 is for malicious profile and 0 is for legitimate 

profile. To build the model we require a set of points with 

their correct class labels, which is called a training set. After 

learning from this model M, we can then predict the class for 

any other set.  

 

B. Proposed Model 

Malicious profile detection is a classification model and 

we have used supervised classifier to classify Tweeter 

profiles into malicious and legitimate profiles. It is based on 

the features extracted from the data and metadata publicly 

available on Tweeter. Supervised classifiers that attempt to 

discover the relationship between independent variables and 

dependent variables. Supervised classifier need labeled 

dataset that is known as training dataset to learn and build 

classification rules. Then classification rules are tested on 

test data set. After that the classifier is ready to be used on 

any data set. Our approach for understanding and 

developing a malicious profile detection model is depicted 

in figure 1.2.  

Techniques used to detect 

malicious profiles in social media 

Examine the URL’s 

Social honey accounts to 

attract twitter spammers. 

User profile and activity 

pattern detection 

Figure 1.1: Techniques used to detect malicious profiles 
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C. Feature Extraction 

This section details all the significant features used to 

classify profiles as malicious or legitimate.  The 

information is obtained directly through the twitter API. 

Further needed information is collected by further 

crawling twitter or by analyzing the tweet contents and 

user profile. We have started with simple features easily 

available for any user and which is quick to calculate. In 

first analysis, these set of features did not seem enough 

to classify profiles as malicious or legitimate. So we 

have considered some other derived features that 

provide more information when classifying malicious 

users. We have added some features that have been 

proposed in previous work [28], [24], [29], [30] and 

[31] to strengthen our model. In this way we have 

extracted total 15 set of features to detect if a profile is 

malicious or not. These features are listed in table 1.1.  

 

 

 

Table 1.1: Significant features for malicious profile 

detection 

 

Feature Feature 

Name 

Description Value 

F1 FOFO 

Ratio 

It is a ratio of total 

number of 

following and 

followers 

Numeric 

F2 Tweets 

URLRati

o 

It is the ratio of 

tweets posted  by a 

user contains URL 

to a total number of 

tweets posted 

Numeric 

F3  AvgTime 

Between 

Message

s 

It is an average of 

time interval 

between 

messages(tweets) 

Numeric 

 

 

F4 APITwee

tRatio 

It is a ratio of total 

number of tweets  

posted by a profile 

using tweet source 

API to total number 

of tweets posted 

Numeric 

F5 Tweeting 

Rate 

It is a ratio of total 

number of Tweets 

to the age of profile 

Numeric 

F6 Tweets 

Known 

Friends 

Ratio 

(TKF 

Ratio) 

and 

Tweets 

Unknow

nFriends 

Ratio 

(TUF 

Ratio) 

Compare between 

tweets to known 

friends ratio and 

tweets to unknown 

friends ratio 

Numeric 

F7 Follow 

Back 

Count total number 

of friends following 

a user 

Numeric 

F8 Tweets 

ViasUse

d 

Count of different 

channels used to 

send tweets 

Numeric 

F9 TotalHas

hTags 

It is total number of 

Hash Tags(#) used 

by an user 

Numeric 

 

F10 Total 

Follower

s and 

It is the ratio 

between total no of 

followers and 

Numeric 

Extraction of Twitter 

Dataset using API 

Twitter 

Dataset 

Data Preprocessing 

Feature Extraction 

Supervised 

malicious profile 

detection 

Classifier  

 

Maliciou

s Profile 

Legitima

te Profile 

Training 

Dataset 

Figure 1.2: The Framework of proposed malicious 

profile detection model 
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Total 

Followee

s 

followees                                              

F11 Account 

Age 

Total number of 

Months since a 

profile connected to 

the twitter  

Numeric 

F12 Followin

gRate 

It is a ratio of the 

total number of 

following to age of 

the account  

Numeric 

F13 Verified Whether  a  account 

is verified  by 

twitter or not  

Boolean 

F14 ListCoun

t 

The number of 

public lists that this 

user is a member 

of. 

Numeric 

F15 Has    

ProfileIm

g and 

HasProfil

eDescript

ion 

Whether a twitter 

account has profile 

image and 

description or not  

Boolean 

 

IV. DESIGN OF THE EXPERIMENT 

 

A. Experimentation Platform:  

In our model for malicious profile detection we have used 

following platforms: 

 R programming language with IDE RStudio: R is an 

open source software package that provides a wide 

variety of statistical, machine learning, classification, 

clustering etc. It is highly extensible. 

To extract Twitter data and metadata we have used R 

programming language. We have used R programming 

language further for data preprocessing, JSON to excel 

conversion, feature extraction and its significance test 

and also to test the model fitness. 

 Weka: Weka is an open source, freely available, 

platform-independent and easily useable software 

package that is a collection of machine learning 

algorithms for data mining tasks.  

We have used Weka to implement and to evaluate the 

performance of five classifiers naive bayes (NB), 

logistic regression (LR), linear support vector machine 

(SVM), Randon Tree (RT) and J48. 

 

B. Data Collection and Dataset 

The first step of our analysis is to gather data. 

 Our Model is trained and also evaluated on dataset 

collected from twitter. 

  Twitter shares its data in JSON – JavaScript Object 

Notation format and allows developers to access it 

using Twitter APIs. 

 Twitter uses Open Authentication and each request 

must be signed with valid Twitter user credentials. 

 Data has been collected using TwitterR package of R 

programming language. 

  These data will be used to analyze the features that will be 

used for supervised classification in order to detect 

legitimate and also malicious profiles. For supervised 

classification we need annotated or tagged data so that we 

could find the ways to get both legitimate and malicious 

data. Our emphasis in this study is on using more accurate 

and target data for the analysis rather than on larger size data 

so that we could determine a more reliable model to detect 

malicious profiles.  

Twitter data is publicly available; almost all information 

about users and the tweets are available. We have collected 

two categories of data sets to test our model – one set is of 

genuine users and another one of malicious users. Getting 

clean profiles is easy, as more than the 95% of Twitter users 

are legitimate users. The difficult task is detecting and 

gathering data for malicious users. 

For tagging legitimate users two different methods were 

used: 

1. The first method takes the advantage of the 

„verified field‟ provided by Twitter. When the field 

is true it means that twitter has verified this account 

and belonging to a real person or company. The 

field is intended for VIPs‟, celebrities and big 

companies mainly. 

2. In the second method, we have sampled all the 

users followed by my user account in Twitter 

which are trustworthy. Once we get them we do the 

same in a second iteration. We have sampled all the 

users followed by my friends with the trust that 

they are reliable users and which are also not 

following any malicious user. 

  Taking malicious users is a bit more complicated. We 

have used two methods for it. 

1. Twitter shuts down all malicious profiles when 

identified. We trekked and collected for malicious 

and suspicious users for a period of 3 months and 

the main analysis of the data one month later. We 

are giving some time to Twitter to identify and 

detect some malicious users and close these 

profiles. Then we have checked that how many of 

the previously suspicious users were unreachable 

after one month and tagged as malicious in case 

Twitter closed them down. 

2. The second method for collecting malicious 

accounts takes the help of the websites displaying 

malicious URL
1
,

2
. The tweets containing these 

URLs are tagged as malicious.  

Using these methods for tagging, we have collected our 

data as shown in table 1.2 below: 

 

 

 
1 https://quttera.com/lists/malicious 
2 https://www.malwaredomainlist.com 

https://quttera.com/lists/malicious
https://quttera.com/lists/malicious
https://www.malwaredomainlist.com/
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Table 1.2:  Annotated dataset for malicious profile 

detection system 

Malicious Users 1,043 

Legitimate Users 1,395 

 

C. Result Analysis and Evaluation 

The objective of this study is to identify features of twitter 

users and their behavior which can help in detecting 

malicious profiles. The study analyzed users‟ suspicious 

behavior based on the trust score. These trust scores are 

treated as features along with user profile features like 

number of followings, presence of profile image and 

description etc. If the calculated trust score of features is less 

than the threshold value of 0.5 then the user is a legitimate 

user. However, if the trust score is greater than the threshold 

value of 0.5 then the user is not trustworthy and is thus 

malicious in nature. So our dependent variable is binary. We 

used 15 user and trust score features as independent 

predictors for twitter profile classification.  

 

There are three main goals to evaluate the malicious 

detection model: 

1. Measure the accuracy at which our model detects 

the malicious profile. 

2. Measure the contribution and significance of each 

feature to detect malicious profile. 

3. Measure the contribution of all features together in 

detecting malicious profiles. 

 

To model malicious profile detection, we used 1,395 

legitimate users‟ data and 1,043 malicious users‟ data. We 

used 10 fold cross validation to evaluate the model. To make 

comprehensive evaluation on how effective our proposed 

framework is in detecting malicious profiles on twitter, we 

conducted series of experiments. 

 

We used „Binomial Logistic Regression‟ as a classifier to 

check the significance of independent variable(s) and fitness 

of the model. The results of the regression are given in Table 

1.3. It can be seen from the results, that all included features 

are significant as hypothesized. The ratio between tweets 

posted by a user containing URL and total number of tweets 

posted is found to be the most significant predictor of 

malicious profile detection with highest estimate value. The 

sign of the feature estimates shows the relationship between 

various features and malicious profile detection. The 

McFadden R2 value of the model is 0.938 which means 

model is a good-fit.  

 

 

 

Table 1.3:  Results of Logistic Regression – Malicious 

Profile Detection Model 

Variable Names 
Malicious Profile Detection 

Model 

 
Estimates St. 

Error 

Z-Value 

(Intercept) 15.809*** 1.662   9.515   

TweetsURLRatio                            -7.525*** 0.767 -9.811 

AvgTimeBetween 

Messages  

-3.822*** 0.485   -7.877 

HasProfileImg.and 

.HasProfileDescription        

-1.661** 0.554   -3.000 

TotalHashTags                             -3.309*** 0.508 -6.509 

TKFRatio.and. 

TUFRatio 

-2.790*** 0.477 -5.853 

ListCount                -1.587*** 0.407 -3.901 

FollowBack                                 -3.356*** 0.490 -6.851 

FOFO Ratio                                    1.520*** 0.438 3.472 

TotalFollowers.and. 

TotalFollowees 

-2.652*** 0.469  -5.654 

TweetsViasUsed                              1.260** 0.404 3.117 

TweetingRate                               1.717*** 0.406 4.228 

APITweetRatio                              2.508*** 0.438 5.721 

AccountAge                                -3.294*** 0.501 -6.577 

Verified -1.517*** 0.415 -3.655 

FollowingRate                             -1.224** 0.408 -3.003 

 

McFadden R2 0.938  

***, **, * significant at 1%, 5%, 10% respectively 

 We have trained five different classifiers on our 

significant set of features given in the previous section using 

the following methods: naive bayes (NB), logistic 

regression (LR), linear support vector machine (SVM), 

Randon Tree (RT) and J48. The results are given in table 1.4 

and Figure 1.3 shows that Random Tree performance is 

better than other classifiers. The various evaluation metrics 
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of the classifier are given in Table 1.5. With our dataset, the 

proposed model obtained an accuracy of 96.92% with a false  

positive rate of only 0.032. The false positive rate tells us 

about the number of legitimate users classified as malicious 

users. The True Positive rate (TPR) is equal to 96.9%, which 

means that it correctly classifies 96.9% of malicious users. 

Only 3.1% malicious users are classified as legitimate. The 

F-score which is the weighted average of precision (PPR) 

and recall (TPR) is at high of 0.969. Table 1.5 shows the 

evaluation metrics for proposed model.  

 

Table 1.4: Performance Result of five classifiers 

 Metrics  Accuracy  DR  FPR  PPR  F-Score  AUC  Kappa  

Classifier   

 Logistic regression 96.14%  0.961  0.040  0.961  0.961  0.993  0.921  

SVM  96.18%  0.962  0.039  0.962  0.962  0.961  0.922  

Naïve Bayes  95.20%  0.952  0.044  0.953  0.952  0.990  0.903  

Random Tree  96.92%  0.963  0.032  0.965  0.964  0.970  0.937  

J48  94.95%  0.950  0.053  0.950  0.950  0.972  0.897  

  

Figure 1.3:  Performance result of five classifiers 
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Table 1.5:  Evaluation Metrics for the proposed model 

Accuracy Kappa statistic Precision Recall F-Measure ROC Area 

96.9% 0.9371 0.965 0.963 0.964 0.970 

  

From the above discussion, we conclude that our model 

has been successful in getting better accuracy, precision, 

recall and F-score and it has a very low value of false 

positive rate.  

V. CONCLUSION AND FUTURE WORK 

It is very important that one could efficiently identify and 

monitor the miscreants in the social media. Finding  

 

malicious profiles require a significant set of static and 

dynamic features that define its behavior. So we have 

identified 15 salient features that are significantly 

contributing in classification. We have used supervised 

classification model for classifying legitimate profiles and 

malicious profiles in Twitter with the 96.90% accuracy. This 

will be helpful for security, digital forensic and emergency 

agencies to identify malicious profiles and indirectly 

monitor malicious contents and misinformation in the social 

media. 
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Current system only works on the data from twitter. So in 

future data from heterogeneous sources (such as Facebook, 

Google+ and many more) can be collected for analysis. 
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