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Abstract - Classification techniques play the vital role in the computational biology. Classifications of data have been successfully 

applied in various applications. One of the major challenges in microarray gene expression data analysis is the prediction of 

prognosis, especially in cancer gene expression profiles is to determine the genes. Supervised machine learning techniques are used 

with microarray datasets to build classification models that improve the diagnostic of cancer diseases. Classification is a promising 

approach in data mining to construct classification systems on microarray gene expression data. In this paper the KNN 

classification technique used to classifying and predicting the microarray gene expression data. 
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1.INTRODUCTION  

Cancer research is an interesting research area in the field of 

medicine. Classification is momentously necessary for cancer 

diagnosis and treatment. Microarray  technologies  provide  a  

powerful  tool  by  which  the  expression  patterns  of  

thousands  of  genes can be monitored  simultaneously whose 

application  range  from cancer diagnosis  to drug  

response[1,2,3]. Gene  expression  is  the  conversion  of  the  

DNA  sequences  into  mRNA  sequences  by  transcription  

then translated into amino acid sequences called proteins. The 

expression level is associated with the corresponding protein 

made under different conditions. Microarray experiments 

produced large volume of data.  Microarray data presents the 

main challenge that is high density of data. The data collected 

from a microarray experiments is  commonly  in  the  form  of  

an  M  x  N  matrix  of  expression  level,  where  M  represents  

columns(genes)  and  N represents  rows(samples)[14,15]. 

Classification aims to define an abstract model of a set of 

classes, called classifier, which is built from the training data 

set. The classifier is then used to appropriately classify new 

unknown class label gene expression data. Different 

approaches have been applied to build accurate classifiers, such 

as, decision tree, naïve Bayesian classification, random forest 

and support vector machine [4,5,6,7].  

The structure of the paper is organized as follows. Section 2 

reviewed literature the previous works in this field. Section3 

reviewed methodology of the classification techniques on 

microarray gene expression data profiling. In section 4 it has 

been presented that the experimental results and discussion. 

Finally, Conclusion and Future work are explained in section 5. 

 

2.REVIEW OF THE LITERATURE  

Data mining techniques have become a popular research tool 

for biological data to identify and exploit patterns and 

relationships among large number of variables, and to predict 

the outcome of a disease using the historical datasets [4]. Some 

of the classification methods have been reviewed in the related 

literature. 

Pique-Regi, R.,et al., [8] have proposed a sequential Diagonal 

linear discriminant analysis technique that combines attribute 

selection and classification. Each iteration, one gene is 

sequentially added and the linear discriminant recomputed 

using diagonal covariance matrix. 

Arevalillo, Jorge M.et al., [9] have proposed an approach using 

uses the quadratic discriminant analysis for identifying weak 

marginal/strong bivariate interactions and method is applied 

both to synthetic data and to a public domain microarray data. 

When applied to gene expression data, it leads to pairs of genes 

which are not univariant differentially expressed but exhibit 

subtle patterns of bivariate. 

Ye, J., et al., [11] have proposed a dimension reduction and 

feature extraction scheme, called Uncorrelated Linear 

Discriminant Analysis on gene expression data. ULDA 

employs the Generalized Singular Value Decomposition 

method to handle the data and the features that it produces in 

the transformed space are uncorrelated, which makes it 

attractive for gene expression data. 

Huang, D., et al., [12] have compared classification 

performance of linear discriminant analysis and its 

modification methods was evaluated by applying linear 

discriminant analysis, shrinkage centroid regularized 

discriminant analysis , shrinkage linear discriminant analysis 

and shrinkage diagonal discriminant analysis on cancer gene 

expression data. 

 

3. METHODOLOGY 

Classification technique is a vital role in microarray 

experiments, for purposes of classifying biological samples and 

prediction using microarray gene expression data. The 

microarray gene expression dataset can be form of an M x N 

matrix D of expression values, where the row represents 

samples X={ x1,x2,x3… xn }and column represents genes G= 

{g1,g2,g3…, gn}, category column represents the actual class 

of the sample, An illustration of microarray breast cancer 2 

gene expression data shown in Table 1. The gene expression 

data, usually contains large amount of data [1,2], therefore data 

mining techniques are used to extract useful knowledge. 
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Table 1. The gene expression data 

Samples 

Attributes(genes) 

Gene

1 
Gene2 … Class 

1 G(1,1) G(1,2) …  

2 G(2,1) G(2,2) … cancer 

3 G(3,1) G(3,2) … cancer 

… … … … cancer 

… … … … cancer 

n G(n,1) G(n,2) … normal 

A. Classification Techniques 

Classification is a data mining techniques which assigns an 

object to one of several predefined categories based on the 

attributes of the object [13]. The input dataset termed as the 

training data set, which contains the number of predefined 

labels each having a number of attributes. The attributes are 

either continuous or categorical. The main aims to use the 

training data set to build a model, that model can be used to 

classify unknown label data set [13]. Figure 2 represent the 

KNN classification algorithm. 

 
Fig. 2. K-Nearest Neighbor algorithm example 

 

B. KNN Classification 

K-nearest neighbor classifier is one of the introductory 

supervised classifier, which every data science learner should 

be aware of. Fix & Hodges [10] proposed K-nearest neighbor 

classifier algorithm in the year of 1951 for performing pattern 

classification task. This classifier is called as KNN Classifier. 

The simple version of the K-nearest neighbor classifier 

algorithms is to predict the target label by finding the nearest 

neighbor class. The closest class will be identified using the 

distance measures like Euclidean distance. 

 

C. K-nearest neighbor (KNN) algorithm  

Let (Xi, Ci) where i = 1, 2……., n be data points. Xi denotes 

feature values & Ci denotes labels for Xi for each i. 

Assuming the number of classes as „c‟ Ci ∈ {1, 2, 3, ……, c} 

for all values of i 

Let x be a point for which label is not known, and we would 

like to find the label class using k-nearest neighbor algorithms. 

D. KNN Algorithm Pseudocode 

a. Calculate “d(x, xi)” i =1, 2, ….., n; where d denotes 

the Euclidean distance between the points. 

b. Arrange the calculated n Euclidean distances in non-

decreasing order. 

c. Let k be a +ve integer, take the first k distances from 

this sorted list. 

d. Find those k-points corresponding to these k-

distances. 

e. Let ki denotes the number of points belonging to the 

i
th

 class among k points i.e. k ≥ 0 

f. If ki >kj ∀ i ≠ j then put x in class i. 

 

4. RESULT AND DISCUSSTION 

In this section it has been presented the experimental result 

of KNN classification on gene expression. The sample 

microarray gene expression data related to breast cancer 2 

dataset has been applied on KNN classification model. Breast 

cancer 2 data set downloaded from 

http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE1379. 

Data set is available in online public [3].  

 In this paper, the 17 samples and 5 gene expression 

conditions are utilized for analyzing KNN classification and 

result has been obtained. Table 2 represents the gene 

expression data with class label. 

 

Table 2: Microarray Data with Class Label 

 G1 G2 .. G5 Label 

S1 1 6.51 .. 1.56 cancer 

S2 3.01 5.96 .. 1.91 normal 

S3 0.68 8.6 .. 5.33 cancer 

S4 1.54 6.03 .. 2.43 cancer 

S5 2.26 6.97 .. 5.27 cancer 

S6 0.16 7.52 .. 3.57 cancer 

S7 0.85 7.95 .. 2.91 cancer 

S8 -1.09 7.17 .. 2.45 cancer 

S9 0.73 7.27 .. 2.07 normal 

S10 0.55 6.51 .. 2.58 normal 

S11 1.05 7.68 .. 3.62 cancer 

S12 2.51 7.19 .. 3.89 normal 

S13 2.04 6.22 .. 3.51 normal 

S14 1.36 8.52 .. 3.72 cancer 

S15 0.9 7.49 .. 0.73 normal 

S16 3.38 6.66 .. 1.4 normal 

S17 -1.82 8.58  2.59 cancer 

 

Table 3: Training Data 

Table 3 represents the training gene expression data. This is 

used to generate the classifier model. 

 

 G1 G2 .. G5 Label 

S2 3.01 5.96 .. 1.91 normal 

S4 1.54 6.03 .. 2.43 cancer 

S6 0.16 7.52 .. 3.57 cancer 

https://dataaspirant.com/2015/04/11/five-most-popular-similarity-measures-implementation-in-python/
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE1379
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S7 0.85 7.95 .. 2.91 cancer 

S8 -1.09 7.17 .. 2.45 cancer 

S9 0.73 7.27 .. 2.07 normal 

S10 0.55 6.51 .. 2.58 normal 

S11 1.05 7.68 .. 3.62 cancer 

S12 2.51 7.19 .. 3.89 normal 

S13 2.04 6.22 .. 3.51 normal 

S15 0.9 7.49 .. 0.73 normal 

S16 3.38 6.66 .. 1.4 normal 

S17 -1.82 8.58 .. 2.59 cancer 

 

Table 4 represents the test gene expression data. This is 

used to generate the evaluate classifier model. 

Table 4: Test Data 

 

 G1 G2 .. G5 Label 

S1 1 6.51 .. 1.56 cancer 

S3 0.68 8.6 .. 5.33 cancer 

S5 2.26 6.97 .. 5.27 cancer 

S14 1.36 8.52 .. 3.72 cancer 

 

 

 
 

Fig. 2. Accuracy of K-Nearest Neighbor algorithm  

 

Figure 2 represent the accuracy of KNN classifier model. It‟s 

showing Accuracy metrics result for different k value. From 

the results, it automatically selects best k-value. Here, KNN 

training model is choosing k = 9 as its final value. When k 

value 5, the classifier model gives the accuracy is 79%, when 

k value is 7, then the accuracy is 73% and finally, when the k 

value is 9, then the accuracy is 70%. The figure 3 depicts the 

selecting the k value by the KNN classification algorithm. 

 

 
 

Fig. 3. Graph for selecting k-value  

 

5. CONCLUSION 

In this paper, it has been reviewed that KNN classification 

on gene expression data. From this analysis it has been studied 

that interesting issues related to classification and predicting 

results on gene expression data. It has been studied that, the 

KNN classification provides accuracy based on the k value, so 

in future the gene expression data will be applied on rule 

based classification for the best accuracy.  
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