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Abstract—The process of an anaerobic reactor in 

predicting the COD Level was modeled by the application of 

Neural Networks. The effluent COD is the most common 

factor used in all types of Wastewater Treatment Systems. 

This research is about the prediction of the concentration of 

|COD by using the ANN, a simple feed forward, Back 

Propagation (BP) neural network. The three layered feed 

forward ANN has been trained using four back propagation 

algorithms. The efficiency and accuracy were measured 

based on MSE and Regression Coefficient(R) to evaluate 

their performance. The model trained with Levenberg – 

Marquardt algorithm provided best results with MSE = 0.533 

and R=0.991. The model performed up to the expectation and 

the   result of the prediction is appropriate. 

 

Index Terms—Wastewater Treatment System (WWTS), 

Anaerobic Reactor, Chemical Oxygen Demand (COD), 

Artificial Neural Networks (ANN), Back-Propagation, 

Levenberg-Marquardt Algorithm, Gradient Descent with 

Adaptive Learning Rate Algorithm, Gradient Descent with 

Momentum Algorithm, Resilient Back-Propagation 

Algorithm. 

 

I. INTRODUCTION 

According to the great classic text ‘Thirukkural’, Water is 

known as the true ambrosial food of all the lives. Water has 

been used for various purposes consequently producing 

sewage from the households, commercial and economic 

sectors. This wastewater needs proper intervention before 

discharging them into the water bodies since the sewage 

contains numerous of harmful toxins and pathogens causing 

serious calamities [1]. Thus, the Wastewater Treatment 

System (WWTS) has been popularly implemented in 

physical, biological and chemical progressions. Thus, the 

linear mathematical models have been proven to be 

inappropriate for these non-linear wastewater processes [2].  

 The well- known process for the decaying of domestic and 

industrial sewage is through the microbial activity in the 

absence of oxygen, called the Anaerobic Digestion [3]. The 

Anaerobic reactors produce a combination gas of methane 

and carbon dioxide called the biogas, a good source of 

renewable energy [4]. Studies have been carried out to 
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maximize the production of Biogas through various 

techniques. The methanogenic bacteria are involved to 

produce massive amount of biogas from assorted solid and 

water wastes [5]. Thus the flourish process has paid scope for 

the development of various anaerobic reactors.  

This paper studies about the design of the prediction model to 

find the COD level in an anaerobic wastewater reactor. The 

inconsistency of the influent are recognized with the 

alteration of specific parameters’ composition, strength and 

flow rates levels [6]. The Chemical Oxygen Demand (COD) 

has been used as the indicator to determine the cause of the 

effluents [7].  In WWTS, the water is consider more toxic to 

the ecological life and would be a great threat to the marine 

lives if the concentration of COD is higher [8].  The 

Anaerobic reactors forms granular sludge in minimum time 

which can thus helps better in the COD deduction from the 

affluent water [9]. 

  The paper is about the implementation of the four different 

back-propagation ANN algorithms on the prediction of the 

COD value. The performances are compared by means of 

their regression and mean square values. 

 The stream-flow forecasting and the cohesion less soils, 

lateral stress resolve studied by Ozgur Kisi et al [10] has 

compared three back propagation Neural Network training 

algorithms namely Levenberg-Marquardt, Conjugate 

gradient and Resilient Back Propagation algorithms. The 

study has been concluded with result of convergence speed 

and the estimation accuracy. In which Levenberg-Marquardt 

has proven to be the best in terms of the convergences while 

Resilient Back Propagation has performed accurately at the 

determination. 

 Likewise Rama Subbanna et al [11], has also implemented 

the above mentioned three ANN training algorithms to 

observe the saturation level in the magnetic core of a welding 

transformer. Various performance metrics such as 

computational time, algorithm complexity, root square error 

and the gradient are used to determine the finest algorithm. 

Accordingly, Resilient Back Propagation algorithm has been 

chosen to be the best with less computational time and good 

algorithm complexity and also Levenberg-Marquardt 

algorithm has also proven to be good. 

. 

II. MODEL DEVELOPMENT 

The Fig 2 shows the schematic diagram during the model 

development process. During the design of the model, an 

appropriate development tool, MATLAB has been employed. 

The ANN being a mathematical development modeling tool 

becomes an admirable platform for various learning and 

optimization algorithms. 

Regression Analysis of ANN Training Algorithms for an 
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Fig 1.Systematic Flow Diagram of the Model 

A. Data Preprocessing 

The quality of the data has been screened for the detection 

of instability in the source data that might be caused 

because of the electromagnetic disturbance, miscalculation 

of the data records, uncertain errors, etc. Thus the data has 

been pre-processed crucially before the analytic 

proceedings. 

B. Recognizing and removing/replacing Outliers 

 

The mean or the median values of the data are widely 

used to remove/replace the missing values.  When the total of 

WWTS parameters has minimum empty values, the 

Regression becomes a preeminent method. The trimmed 

means can be used to hold the outliners in the data. [12].Here 

K-Means clustering has been taken to remove the blankness 

and then clusters has been used to collect the interrelated data 

for processing [13].  

C. K-Means Clusters 

 

The K-Means a clustering technique with a collection of 

samples with specific measures of distance to form ‘k’ 

number of clusters, based on a defined distance 

measurements [14]. K-Means frequently uses the partition 

algorithm with square-error criterion, which helps to 

minimize the following error function 

                                         C 

                            E =   ||xi-ck||2       .                                 
                          K=1 xQk 
where C is the number of clusters, ck is the centre of cluster k 

and x is a data sample that belongs to cluster Qk.  

The effluent COD values obtained from the anaerobic 

digester are used analyse by the K- Means algorithm in Java. 

From the initial partitions of the clusters, the centre values are 

calculated therefore the minimizing the square error function. 

  The total numbers of records accounted are about 200 

and the pre-processing time has been expressed in 

nanoseconds. In this work, it takes 78 nanoseconds to 

remove/replace the missing for 61 records.  With 

pre-processing time taken for analysis of the given data 

samples the K-Means has been resulted as the graphical 

vision. 

D. Model Design Artificial Neural Network 

The ANN is used as the prediction and forecasting modeling 

tool which have a equivalent ability of the human brain. 

There are massive amount of unified, highly processing 

neurons working simultaneously to resolve simple to 

complex problems. The Feed- Forward Back-Propagation is 

the supervised learning ANN algorithm is known best in the 

field for the calculation and updating the predicting models 

with minimum error [15]. 

 

Model Training using BPN 

 The four different Artificial Neural Network (ANN) Back 

Propagation training algorithms accounted in this work are 

Levenberg – Marquardt (LM), Gradient Descent with 

Adaptive Learning (GDA), Gradient Descent with 

Momentum (GDM) and Resilient Back-Propagation (RP) 

[16]. 

 The ANN model has been trained to consider the influent 

COD levels and the controlling parameters as the input while 

consequent effluent COD levels are predicted as the output.  

In order to optimize the model and to have minimum error 

function, the model has been well trained with the flow rate 

value, influent COD concentration and OLR training subset. 

The hidden and output layers of the network are activated by 

using the tansig and purelin functions respectively [17].  

 The performance model has been evaluated by using the 

MSE and Regression Coefficient values. 

III. EXPERIMENTAL RESULTS 

With the learning ability the model adjusts the weights to 

predict the expected result; the network has been trained with 

four different back propagation training algorithms.   

 The model has been tested and the performance has 

been evaluated at each trial by means of the MSE and R. The 

performance graphs for the algorithms are shown in Fig.2, 

Fig.3, Fig.4 and Fig 5. The Regression (R) values for the 

respective algorithms are shown Fig. 6, Fig.7, Fig. 8, and Fig. 

9. 
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IV. PERFORMANCE MEASURES 

The four training algorithms were applied on the network 

model based on the inputs considered in order to predict the 

target COD levels. The LM algorithm has performed well by 

minimizing the errors and with the minimum MSE the 

accuracy of the prediction has been satisfactory.  The R value 

acquired as the result in the prediction of resultant output has 

been proved to be the finest match of the network model. The 

Table 1 proves the performance of the network obtained for 

LM algorithm. 
Table 1. Performance Metrics 

Algorithms Regression(R) MSE 

LM 0.991 0.533 

GDA 0.092 2.90 

GDM 0.629 0.843 

RP 0.798 0.946 

Thus the network response for accurate output was calculated 

using the statistical indices viz., MSE and R.   
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V. CONCLUSION 

In this paper, the four back propagation training algorithms 

on the ANN model are trained and tested to forecast the level 

of COD. Among the four algorithms, Levenberg- Marquardt 

(LM) has performed well with fast convergence and the 

prediction has been found satisfactory.  In regard to the 

Regression and MSE, the model when developed by using 

LM algorithm has showed an accurate prediction of COD 

level.. 
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